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The purpose of this paper is to identify the changethe impact of energy shocks on economic
activity — with an interest in assessing if an eoog’'s vulnerability and resilience to shocks impedv
with economic development. Using data on the UniKkedgydom over the last three hundred years, the
paper identifies supply, aggregate demand and ualsishocks to energy prices and estimates their
changing influence on energy prices and GDP. Thalte suggest that the economy became more
vulnerable to supply shocks with its increasingedefence on coal, and less vulnerable with its gdarti
transition to oil. However, the transition from exping coal to importing oil increased the negative
impacts of demand shocks. More generally, the tedotlicate that vulnerability and resilience to
shocks did not progress systematically as the engradeveloped. Instead, the changes in vulnerability
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1. Introduction

A nation’s long run economic success is highly dej@at on its vulnerability and resilience to shocks
(Balassa 1986, Romer and Romer 2004). Oil shocks haen seen as one of the main dampeners of
economic growth since the Second World War. Esfigaace the 1970s oil crises, economists have
sought to identify their effects on the economyrttiton 1983, Kilian 2008).

Nordhaus (1980) outlined some of the key avenuesug@fh which oil prices can constrain the
economy%. Rising oil price increase energy expenditure (wpeice elasticities of demand are low)
which raises the price of goods produced and rexdgoeds consumed, thus, harming GDP, as well as
harming the balance of payments (when oil is imgdtand generating inflationary pressures.
Hamilton (1983) estimated a statistically signifitaelationship between oil price hikes and ecomomi
recessions between 1948 and 1981. Mork (1989) drthet the impacts of oil price increases and
decreases on GDP are asymmetric. However, Kili@99p showed that the source (i.e. supply- or
demand-driven) of an oil price hike is crucial te impact on output and inflation. Despite major
progress in our understanding of the macroeconampacts of oil shocks, most lessons from related
studies tend to be limited to evidence gatherenh fsbort-run national or cross-sectional studies.
Instead, one might be interested to know whethéividual economies have become less vulnerable
(i.e., the immediate impact) and more resilieng.(ithe ability to bounce back) to energy shocks
through time and as they have developed. For instazne might expect that economic development -
for instance, the shift from an agrarian to an stdal to a knowledge economy — is enabling nattons
become more capable of absorbing shocks. This ntightecause of a declining share of energy in
production, more flexible labour markets or betteonetary policies (Blanchard and Gali 2009).
Dhawan and Jeske (2004) found that, since 198&loleed economies have become less vulnerable to
oil shocks. While some studies have focused onirtfpact in developing economies (Schubert and
Turnovsky 2011), most of these studies, howeveve Hzeen analysing the post-Second World War
period in mature industrialised economies.

To extend our understanding of a possible tendd¢owards declining vulnerability and possibly
greater resilience, the primary purpose of thisepap to estimate the changing impacts of energy
shocks in the United Kingdom over the last threadned years, and at different phases of economic
development. It uses the rich data available fermited Kingdom on economic growth and energy
prices (such as Broadberry et al 2013 and Foudd®t)2to estimate the changing relationship. Thus,
the main contributions of this paper to the litaratare, therefore, first, to place current emplric
evidence of declining vulnerability to oil shockéthin a much broader historical context and, second
to assess what factors influence long run changeslnerability and resilience to energy price #sc
The results indicate that vulnerability and resitie to shocks did not progress systematically as th
British economy developed. Instead, the changesiinerability and resilience depended greatly on

the circumstances related to the demand for angls@b energy sources. At first, the transitionrfro

2 For recent broader discussions of the role of gnrgnfluencing economic growth, see Kummel et
al. (2002), Ayres and Warr (2004), Allen (2009kr&tand Kander (2012).



biomass to coal reduced the economy’s vulnerahiitgupply shocks, increased its resilience to them
and led to greater gains from demand shocks, eafeas coal was increasingly exported. However,
by the early twentieth century, the economy’s hedegendence on coal made it highly vulnerable to
supply shocks. The partial transition to oil (areherally broader fuel mix) reduced the economy’s
vulnerability to supply shocks, but also weakenedresilience to these shocks and increased the
negative impacts of demand shocks. Thus, energyketsr rather than levels of economic
development, appear to be a key determinant oéffieets of energy price shocks on the economy.
Naturally, given that the economy’s increasing aelemce on oil has been relatively recent (i.eeraft
the Second World War), this study considers enengye broadly. This broader perspective is also
valuable given that the fuel mix in many econonigeshifting towards natural gas, and a focus omil
the expense of other energy sources might limit vihkie of these recent studies to interpret the
vulnerability and resilience of future economiesitdural gas (or even renewable energy) price hikes
The following section reviews the literature on thgpact of energy shocks on economic activity since
the Second World War. The third section outlines data used for this analysis. The fourth section
explains the methodology used, based on Kilian §20and identifies the sources and size of the
energy shocks over the last three hundred yeaes slihsequent section presents the evidence on how
the impact of these shocks has changed over that fihe final section tries to draw the lessonmfro

this historical experience for developing and depetl economies.

2. The Impact of Oil Prices Shocks on the Economyrge 1948

The literature boom on the influence of oil pricas GDP was initiated by Hamilton’s 1983 empirical
study, which used a six-variable system for testimg influence of oil prices on macro-economic
aggregates. He found that oil prices had a sigmtiémpact on GDP. These findings were confirmed
by Burbidge and Harrison (1984), Gisser and Good&®86), Mork (1989), and Ferderer (1996).
Similar studies by Mork et al. (1994), Papapetr200({), Lee et al. (2001), Jiménez-Rodriguez and
Sanchez (2005) and Lardic and Mignon (2006) foeotihajor OECD countries and by Cunado and
Gracia (2005) for six non-OECD Asian countries wed that the negative oil price-GDP effect
prevails in virtually all industrialized and indtsfizing economies, even in oil exporting courgrie
(Mork et al. 1994) and Malaysia (Cunado and Gr&€i@5). Also, the effects seem to be surprisingly
similar across developed countries.

Moreover, Mork (1989, 1994) also tested for symmeétr the oil-GDP effect: since the negative
response of GDP to oil price increases was of aifgigntly higher magnitude than the positive
response of GDP to oil price decreases during 861992 period, Mork (1994) concluded that an
asymmetric model is necessary to investigate tfexteproperly. Mory (1993) and Lee et al. (1995)
confirmed the existence of asymmetry with the figdihat oil price decreases had no impact on the US
economy, while Lardic and Mignon (2006) determifattasymmetric cointegration is of major
relevance in explaining the impact of oil price ck®in their twelve European sample countries.

Most studies concluded that the impact coefficiginoil prices on GDP declined strongly over time.
Hamilton (1983, 1996) found a significant higherpemat coefficient for the period 1948-1973

compared with the period after that. Blanchard @adi (2009) found a reduced impact coefficient in



the early 1980s, while Kilian (2008) and Baumeistad Peersman (2008, 2012) identified a strong
decline in impact coefficients of oil prices on GPthe mid-1980s. While Hamilton (1996) suggests
that the reason for this declining impact is thghler level of overall inflation during the 1973-198
period and rejects the idea that a structural bheaktaken place, McConnell and Perez-Quiros (2000)
Baumeister and Peersman (2008, 2012) and Kilia@gpPpropose the existence of a structural break in
the 0il-GDP effect during the 1980s. The explametidor this possible ‘structural break’ of the oil-
GDP effect are the declining share of oil expendguin GDP, declining wage ridigities, improved
response of monetary policy (Blanchard and GaliQ2@ernanke 2004), the sectoral composition of
GDP (Maravalle 2012), the terms of trade balancear@Malle 2013), differences in overall
macroeconomic uncertainty (Robays 2012), or a ahamghe origins behind an oil price surge (Kilian
2008, 2009, Kilian and Murphy 2012, Melolinna 20X2)d the difference between the inflationary
effects of these origins (Chen 2009).
By looking at the different drivers of oil price rges, Kilian (2008) offered a new approach and
stimulated a new line of research in the oil-GDBate. While earlier work regarded oil price shottks
be exogenous and the result of supply distractiiisn (2008) proposed a three-variable endogenous
model including oil production, real economic ait}iusing a business cycle indicator) and oil psic
to disentangle three different shocks that coulcetan impact on energy prices:

e crude oil supply shocks (due to primarily exogeneusnts);

» aggregate demand shocks (for most industrial conitieedn the global market);

» oil-market specific demand shocks (that are speotdithe global crude oil market, usually

based on fear of future events that might causeraies to change; they are also known as

precautionary demand or residual shocks).

Although several different approaches of this bdeakn have been proposed in recent papers (e.g.,
Lutkepohl 2012, Melolinna 2012), the original brdatwn proposed and continuously improved by
Kilian (2008, 2009, 2012) and most recently in &iliand Murphy (2012) remains the dominant
approach to decompose oil shocks. His conclusiomshat while oil prices are affected considerably
by demand effects and to an even larger extenpbgusation, the effects of supply shocks on oit¢si

are relatively low. The effects of supply shocke arlittle more disruptive for GDP during the first
year after the shock, while oil-specific demand citsoand (highly significant) aggregate demand
shocks are more disruptive for GDP after about years. Aggregate demand shocks actually improve
GDP during the first year as the positive effeaisGDP offset the ensuing negative effects of the oi
price increase. Kilian (2008) estimated the cuningaeffect of oil supply shocks on oil prices since
1975 to be much smaller than those of aggregate#specific demand shocks, rejecting Hamilton’s
(1983) conclusions and invalidating his methodatsghat assume oil price variation to be exogenous.
Edelstein and Kilian (2007) also rejected the higpsis of asymmetry in the oil-GDP effect (Mork
1989, 1994; Mory 1993; Lee et al. 1995; Hamiltor8@92003), arguing that these studied failed to
identify the influence of the 1986 US Tax Reformt Acit most probably offset the positive effecfs o
the strong decline in oil prices.

The conclusion that the 2002-2008 oil price surgd heen caused by aggregate demand rather than

supply effects suggests why it was unexplained dnyiez research which performed a direct VAR



regression of oil prices on GDP. Hence, as itkislyi that worldwide aggregate demand had a positive
impact on both oil prices and GDP, a regressionbeh the two would not capture the negative
correlation associated with the oil supply crisesthe 1970s. Hamilton (2009) also proposed that
speculation played an important role in the 20028 ®il price surge, while supply from the
conventional oil exporters stagnated. Using a ‘wfiahethod, he states that, in absence of the oil
shock, US GDP would have risen by 3% instead dératluring the recession that occurred in late
2007.

Nearly all the literature came to the conclusioat tthe effect of an energy price increase on GO ha
been significantly larger than would be expectedegithe share of energy expenditures in GDP.
Economic theory has long struggled to explain fimding (Finn 2000). Therefore, in parallel witheth
discussion about whether and to what extend oitegrihave affected GDP, the channels of
transmission regarding this causality have beeestigated. Kilian (2008) mentions four different
transmission mechanisms through which an increasenergy prices might affect GDP. We can
roughly divide these four effects in two categariBise first category has to do with the actual fiorc

of energy in the economy. These effects are likelbe symmetric in response to variation of energy
prices, as they are relevant for both energy pricecases and decreases. First, there is an apprati
cost effect: for durables that use oil as an enémgut, their demand and usage is dependent on the
operating costs defined by the price of oil (seeniitan 1988) There is also a discretionary income
effect: as demand for most energy services nowaaggpected to be inelastic, changes in energy
prices will have an effect on total income with sequences for consumption of other goods.

The second category consists of effects that havdot with human behaviour and expectations.
Therefore, catching these effects in conventionahemic models is more complicated and as a result,
they are harder to predict. For these effects,sgmaetric response of GDP to energy price variation
is likely, as given the risk-aversion of human matuhese effects are expected be stronger inaelat
to energy price increases compared with energyepdecreases. First, an uncertainty effect is
associated with changing energy prices that magtenencertainty about the future path of the poice
energy, causing consumers and producers to postponersible investments (Bernanke 1983,
Pindyck 1991). Second, the precautionary savinfgciefs in response to an energy price increase,
consumers might smooth their consumption becausg ferceive a greater likelihood of future
unemployment and the resulting income losses.

Using an economic growth model with capital, lakord energy as factors of production and
integrating energy in the capital utilization forlauFinn (2000) found that an energy price shoak ca
be considered as an adverse technology shock, isioeeses capital (which embodies the technology)
to produce at below capacity levels. According thisdel, an increase in energy prices would cause
GDP to decrease more than twice the amount thatdwaei expected given the energy share in GDP.
Using Swedish GDP and energy data for the periddD2®00, Stern and Kander (2012) concluded
that whenever energy became scarce (hence, engegg increased), the response of GDP relative to
the share of energy expenditures in GDP was strahge when energy was abundant (hence, cheap).
Thus, even when limiting ourselves to the actualcfion of energy in the economy, energy price

shocks can be expected to affect GDP more thashidue of energy in GDP would suggest.



The second category of transmission channels, eckléd the influence of risk-aversive human
behaviour, could even strengthen the negative resspof GDP resulting from rising energy prices
offered by Finn (2000). For instance, postponedestments and consumption smoothing will
aggravate this effect. Moreover, conclusions ofaaymmetric response of GDP to oil prices (Mork
1989, 1994; Mory 1993; Lee et al. 1995; Hamiltorp892003) would suggest that the uncertainty
effect is the dominant effect in the observaticggarding the oil-GDP relationship, since this dfisc
based on the decline of investments as a resudinefgy price volatility in general rather than just
energy price increases (although, as mentioned eabthe significance of asymmetries can be
questioned due to the 1986 US Tax Reform Act).dvatg this reasoning, some studies have used oil
price volatility rather than oil price innovatioas an explanatory variable for GDP in the US (G a
Kliesen 2005) and several other oil-importing coast (Germany, Japan, India, South-Korea), as well
as oil-exporting countries (Malaysia) (Rentschl®132). For all countries, there seemed to be a
significant negative impact of oil price volatilitgn GDP, which could also explain why even oil-
exporting countries can suffer from oil price sh®@s mentioned earlier. Given these findings, there
are good reasons to believe that the effect of imicdy has been of major influence concerning the
influence of oil prices on GDP during the last fdecades.

As an attempt to analyse the effects of energyepran the long term, this paper applies the breakdo
of price innovations presented in Kilian and Murg2912), which built on Kilian (2008), to British
annual energy prices during for the period 17008204/e chose to replicate this method, not only
because this line of research remains the dom@rtansus in research on the relationship betwden oi
prices and GDP, but also because its methodologyi® applicable for long-term annual data and it
gives an insightful overview of the timing and tela magnitude of different shocks during the last
310 years of British history. Also, given that 2@02-2008 oil price surge is not the only caser tive
past three centuries, where aggregate demand amgoltisly boosted energy prices and GDP, a direct
regression of energy prices on GDP would be invaNith this in mind, the next section will go into

detail about the data used for this approach, &adtion 4 outlines the method used.

3. Data

To study the historical impact of United Kingdomeegy prices on economic activity at different

phases of economic development, it is necessaryatber statistical information on different fuel

prices and GDP for the period 1700-2008, as welind&ators for supply and demand in order to
reproduce Kilian's (2009) breakdown of oil pricenavations. The following is a summary of the

sources and methods - more detail of the sourgebedound in Fouquet (2008, 2011).

United Kingdom GDP is based on pulling togetheadadm Broadberry et al. (2013), Mitchell (1988)

and ONS (2010). The consumer price index data aailfrom Allen (2007) enables GDP and prices
to be broadly comparable across time and exprésgeal terms for the year 2000. The price datd, an
indiciators of supply and demand will be preseritetthe following three sub-sections.

3.1. Price Data

The price series used in this topic are composed & variety of data sources. All of the origindte

series for energy fuels are discussed in Fouqudti(Pand can be seen in Figure 1, along with trémds



GDP. To replicate the existing oil price-GDP liten& in this paper, however, we are interestechin a

aggregate price series for all different energysiu€o calculate these series, we first created index
numbers for the fuel prices of every different se¥ and weighted them using the expenditures on
fuels of every service. We chose to use index nusiimstead of taking an average of real fuel prices
(weighted on expenditures), since different fueds be of completely different values that are not
directly comparable. For example, provender wasigha@ times more expensive per energy unit than
coal in the 18 century. Weighting the average values of primaeld, a 5% decrease in the provender
price would then overweigh a 20% increase of the pdce in the same year, even when expenditures
on both provender and coal are equal (hence, wtialewveights, the decrease in the coal price should
outweigh the increase of provender price by a faofofour). Using index numbers however, the

percentage change in prices is measured instethe absolute change, resolving this problem.

After this step, we followed Kilian's (2008) appoig weighting the prices by the share of total gper
expenditures in total GDP. Resulting is an indaiesehat represents the accumulation of expereditur
weighted changes in energy prices over time. Sive&ant to measure the economic effects of energy
price ‘shocks’ in this paper, we are interestethmannual deviations rather than the evolutiothe$e

price index series.
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Figure 1. United Kingdom Energy Prices and GDP pecapita (1700-2010)

3.2. Supply Data
The supply index series in this paper was constduasing a variety of sources for each differest fu
type. Per fuel type, the weight for the final iratior is based upon the share of expenditures sriuéli

®As we divide the fuel prices indices by the sendnd-use, we measure the prices as paid by final
users (after taxes) and thus not the prices ofgiiranergy.



relative to the total expenditures on energy fu@lse expenditures are calculated by multiplying
consumption with the 10-year moving averdgsfshe prices of each fuel.

Provender for working animals: consumption of prwler (i.e., fodder for horses) can easily be
estimated using working horse population estimat@svever, production data is harder to obtain. Due
to extensive documentation by Broadberry et al 80it was possible to obtain an annual estimate fo
agricultural production in Great Britain for therjpel 1700-1870. In their data, they report an eateam
for agricultural GDP in which price variation idtéired out. Using this index, it was implicitly assed
that the production trend is similar for Northereldnd and that on average, variation in the annual
production and price estimates is equally spreaddsn the food and provender sector. For the period
after 1870, production growth data is extrapolatéolvever, the share of provender in the total gnerg
mix had already lost most of its significance by Q8

Wood: For simplicity, we keep wood production eqteawood consumption over the whole period.
Since wood production has not been very significanthe British energy mix since 1700, the
assumption that wood is obtained whenever therdeimand could be quite realistic for the UK.
Consumption data is obtained from Fouquet (2008).

Coal: For the period until 1981, we only use estasaf coal production within the United Kingdom.
Even though coal is an internationally tradable omdity, accurate world coal production estimates
are absent for the pre-1981 period. Also, the Uks wanet exporter of coal until 1984, so mainly
homeland production was relevant for British cagddy until 1981. For the period after 1981, world
coal production estimates are used as the worldmia&ket became important for UK supply purposes.
This data is obtained from the BP (2011) Statistiegiew.

Petroleum: For the complete time series, we usedwibrld oil production data from the JODI
database Doing this, we assume that since oil is a re#dyiveasy-to-transport energy source,
production numbers throughout the world are relef@nthe UK.

Natural gas: Until 1970, nearly all gas consumedhim UK was obtained from coal in the form of
Town Gas. Since the production of town gas from toan industrial process, we use coal production
as a proxy for town gas production. From 1970 odwdrowever, when natural gas use increasingly
replaced town gas use in the UK, we use the nagasaproduction estimates of the UK for the shére o
natural gas in the total gas mix (100% from 197&amdls). For most of the period since 1970, the UK
was nearly producing all its natural gas withinbitsders. The data on natural gas production ifttke
are again obtained from the BP (2011) Statistieaiew.

3.3. Economic Activity Data

The measure of relevant economic activity is sulii@ lot of discussion. In his papers, Kilian @20
2009) and Kilian and Murphu (2012) use worldwideg dargo shipping rates as an indicator for
economic activity. His reasoning is that sinceghpply of shipping is very price-inelastic, theisace

in the price of shipping is a good indicator foe tiworldwide business cycles. In an upwards cydle, o
prices are expected to go up, but the negativetsfigf these higher oil prices on GDP could beeatffs

by the positive effects that are initiated by therldwide business cycle. This choice, however, s

* Ten-year moving averages were used in the calonlatf fuel expenditures to remove most of the
influence of price volatility in the weighting predure.
® Available athttp://www.jodidata.org/




gone unnoticed and it already received some aiticiMelolinna (2012), for example, argues that
shipping freight rates are positively related tbprices, while Kilian assumes a negative influente

oil prices on economic activity. In any case, wendo have data on worldwide shipping rates back to
1700.

Also, it is not desirable to use a worldwide estenaf economic activity for the full period of our
project, as activity outside the UK had little infihce on energy prices and other economic aggsegate
in the UK for the majority of our sample. For thaason, we used four different gross demand
indicators, dependent on the relevant region foeréain fuel during a certain period. The four oxgi

and their assumed relevance in sense of fuel deffiafheencing UK aggregates) are given in Table 1.
Most of the splits in the data between regionsaready clarified above in the supply data. Besides
these clarifications, we used an real activity ¢éatlor for Europe and Western offshoots togethetter

oil part until 1965, since an oil-consuming worlddicator could only be constructed from 1965
onwards and the big majority of oil demand camenfieurope and North-America ubefore 1965.

A variety of different variables were tried as adicator of economic activity. The most important
feature of this indicator should be that it shoWws tips and downs of the business cycle. For that
reason, we finally decided using GDP data (aggesbfdr each country block) and used the Hodrick-
Prescott Filter (usingg = 100, following Backus and Kehoe (1992)) to filtait the business cycle from
this GDP data. Taking these four business cyclesdogether, weighted correctly on the relevant
energy sources consumed in the UK, a final busingske indicator was created, which is a relevant

indicator for a aggregate economic activity.

Table 1. Split of demand data into different regios by relevance for UK consumption

UK Europe Europe + Qil- Coal-
Regions: Western consuming consuming
Fuels: offshoots world world
Biomass Full period - - -
Coal Until 1983 Until 1983, From 1983

for export onwards
share
Petroleum Until 1965 From 1965
onwards

Natural gas Full period

Source: see text.

4.The Shock Analysis/’

As explained in the introduction, we will use owtal to distinguish shocks in the supply of energy,
shocks in aggregate demand for commodities andkshinadhe price of energy not explained by either
supply or demand shocks. In making this distingGtise can test the correlation between these ragulti
shocks on other variables like energy prices an®GD

4.1. Methodology to Identify Shocks



The first step in our approach was to define al sipply, demand and residual shocks through the
analyzed period from 1700 to 2010. The method disedisentangling these shocks is similar to that

of Kilian & Murphy (2012), but with one importanhange to make the method more appropriate for
long-term data.

First, we consider a fully structural oil market RAnodel of the form

Yi :a+zi2:18i Vi) T &

where eis a vector of residuals and y (Aprod,, Area, Arpg) contains annual data on the percent
change of energy productioprd,), the index of real economic activity representthg relevant
business cycleréa) and the percent change in real energy pricps)( We useQ, the variance-
covariance matrix ofeto identify how the structurally independent imations to the model depend
on each other. Since we are looking at shocks @i years and, therefore, aware that these
relationships between innovations (i.e., the resdglwf the VAR model of energy production,
economic activity and energy prices) change oveetiwe use a moving average (rather than a single
matrix as is traditionally done for short run arsady in orthogonalizing2 and identify shock matrix
called R, such thaf), = R/Py and &, = Be&un.

Aprod supply—shock

€n Pur  Prz  Pras || Etin
— rea — demand —shock

et+n - et+n - pk21 pk22 pk23 £t+n
Arpe residual —shock

€. Piar  Prsz  Pras |\ Eren

Here, n describes the number of years inside theéngaverage and k identifies a set of years tfern
which a separate shock matrix iB identified. The vectog; consists of a supply shock, a shock to
aggregate demand in the economy and a residuak shanergy prices not explained by variation in
supply or demand, which we call the residual shock.

In his initial version of the model, Kilian (2008009) fixes the values ofh b;3 and B to zero, as he
postulates a vertical short-run supply curve farder oil. In other words, he assumes that oil sudply
not respond to aggregate demand and oil price Biitans and also that real activity cannot respond t
oil price innovations within one month. Althougletie assumptions are reasonable on a monthly basis,
they are not realistic for annual data. That is wieyused the method described in Kilian and Murphy
(2012), in which different assumptions are madstdad of fixing b, b,z and b; to zero, a method of
sign-identification is introduced to identify sugpldemand and residual shocks based on logical
economic reasoning. In addition, Kilian and MurgB912) imposed bounds on the oil supply elasticity
to limit the amount of resulting admissible moddlased on historically observed maximum values of
these (monthly) elasticities.

Table 2 gives the sign-identification scheme thatused to identify energy supply shocks, aggregate
demand shocks and residual shocks in our analyéisse sign restrictions are based on logical
assumptions on the movements of the different kbesaas a response to the three different shocks.
Thus, an energy supply shock is identified if, otlee year, energy production declines and energy
prices increase. For this shock, the sign of intioma in real activity could be positive or negativin
aggregate demand shock is identified if during gear real activity increases and energy prices

increase as well. Hence we are agnostic aboutigre of innovations in energy production in the



identification of aggregate demand shocks. Sinceassmume that residual shocks are shocks in the
price of energy that are not the result of declimesnergy production or increases in real actjwig

identify them when energy prices increase, realiggtdecreases and energy production increases
during the same year. In other words, these showasure increases in energy prices that are not

explainable with the data we use in the model.

Table 2. Sign restriction from impulse responses

Energy supply Aggregate demand  Residual shock
shock shock
Energy - +/- +
production
Economic +/- + -
activity
Energy price + + +

These restrictions do not identify the shocks ualgubut result in a large set of admissible shock
matrices. Therefore, to minimize the level of utaiety regarding the actual shock matrix, the main
task is to limit the number of admissible matribesed on theoretical expectations. Therefore, when
using the sign identification matrix in Table 2, \wiso impose restrictions on the levels of supply
elasticity related to innovations in energy pricas,done in Kilian and Murphy (2012). Since we are
working with annual instead of monthly data, ouubdaries cannot be as restrictive. Thus, we only
assumed that, within one year, supply must be stielan response to energy price shotks.

Finally, we calculated our identification matrickased on a moving average of 60 years. We chose
sixty years to balance-out higher flexibility inetesults and lower levels of uncertainty. For each
period k, all the resulting admissible matrices Hreoretically equally viable. However imposing
stronger restrictions narrows down the set of aslimiis matrices, we want to determine only one shock
matrix per set of moving-average time series ireotd identify a unique set of shocks per perioé W
select this unique shock matrix by searching theast-to-median matri%..

Since the method above, introduced by Kilian (200809) and developed in Kilian and Murphy
(2012), is initially designed for analyzing monttdgta, there might be doubts about the robustrfess o
our results on annual data. However, even with higridata there can be a situation in which energy
prices increase simultaneously with a decreasenargy production, while the actual cause of the
energy price increase is not the decrease in ptimthudn such a situation, an energy supply sheck i
identified, while it might be a coincidence. As képohl and Netsunajev (2012) point out, there may
be an omitted variables problem if only those Mada are included in the empirical model that are
described in the theoretical model. The chanceidzattified shocks are actually a coincidence isnev

bigger with annual data.

® Further details on the method and the admissitielsmatrices over time can be found in Appendix
A. We would like to thank Danny Quah for this adviegarding this method.

" For the resulting shock matrix, most of the entayues were statistically significant over time. For
more details on the selected matrices over time Agpendix A.



On the other hand, there might be some advantagsing annual instead of monthly data for the
shock identification results. In his final resulkslian (2008, 2009) finds a surprisingly low impaaf
supply shocks on oil prices and a very large impdictpecific oil demand shocks (residual shocks).
However, shocks in specific oil demand might in sotases catch effects that are actually related to
supply shocks, through the role of precautionarynaled and storage that occur when a supply
disruption is expected as a ‘news shock’. Rizvaho@®012) investigated this ‘news shock’ using a
theoretical model. He concludes that a ‘news shxklways followed by a strong price increase and
GDP decrease, while the long-term effects dependaviogther the ‘news shock’ is followed by an
actual supply disruption. If it is, the effects prices (upwards) and GDP (downwards) are persistent
and strong, while if it is not, the response otesi and GDP first overshoots the steady state ie\&l
backward direction and within three months, GDP andrgy prices are back to their steady state
levels. Since the ‘news shock’ and the actual supdruption often occur in different months (but
with a high probability during the same year), thance that an actual supply disruption is captbyed

a ‘residual shock’ instead of a ‘supply shock’ madler using annual data than when using monthly
data.

4.2. Overview of Shocks

Average shock values for every year can be caledlas an intermediate result. Here, the shock value
of a particular year represents the moving avefage the average of the estimated shock values of
that year identified by all shock matrices valid that year). An overview of these supply, aggregat
demand and residual shocks can be seen in Figure 2.

There has been a distinct evolution in the natdrsupply shocks. From 1700 to 1820, there was
roughly one major shock (i.e., near or below mitwas) per decade. The transition away from biomass
towards coal (see Figure 3) ushered in a periostaifle supply (with less frequent and, on average,
weaker shocks in the nineteenth and twentieth cesju However, by the end of the nineteenth
century, a series of very strong supply shocks we&perienced. The post-Second World War era was

one of supply stability interrupted only by oneipdrof distinct supply shocks —in 1980-1984.
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Figure 2. Energy Price Shocks by Factor (1700-2010)

Table 3 provides an overview of all supply shockhan absolute value of two or higher grouped by
their probable cause - the average shock had aitmdgrof 0.75. Two well-known shocks (the oil
crisis of 1973-4 and the coal miners’ strike of 4P8re included in grey, because they were below an
absolute value of two.

Since an aggregate indicator of energy is usedignstudy, the supply of energy is dependent on the
weighted growth rates of each source of energy.usadng the last three centuries, different energy
sources have dominated at different times (Foug0€8). Figure 3 shows the distribution of total
expenditures on primary energy sources in the UhCesil700. During the eighteenth century,
provender was the most dominant source of ener@iichwvas used for power. By 1700, coal had
become the main source of heating, especially fameasbtic heating, although not yet for iron
production. Coal became the main source of poweinduhe nineteenth century. In the twentieth
century, oil became dominant for transportation exate recently natural gas for heating. Therefore,
energy supply shocks are usually caused by a shaitle supply industry of the most dominant fuel.

This has tended to create three different typesupply shocks, as visible in Table 3.
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Source: Fouquet (2008}, Fouquet (2011)
Figure 3. Share of Primary Energy Expenditure in the United Kingdom (1700-2010)

During the eighteenth century, agricultural facttike crop failures had an important impact on
provender supply and therefore on total energy lsudpuring that century, three of these events
generated major supply shocks. As the energy markahged, so did the events causing supply
disruptions. Since most of the British economy wapendent on coal by the end of the nineteenth
century, the first big coal miners’ strike in 1898d to a large disruption of energy supply.
Subsequently, the strikes in 1921 and 1926 alsédesrong shortages (Church 1987). In 1984, when
the economy was dependent on oil for transportadiuh natural gas for heating, the coal strike had a
substantially weaker impact, but still influencegemge energy prices, as coal generated most of the
UK'’s power. Meanwhile, the oil crises associatethwinrest in the Middle-East led to a considerable

supply shock in 1974 and a very large one in 1980.

Table 3. Energy supply shocks and probable causesr fthese shocks

Supply shocks Probable cause

1710, 1731, 1740 Agricultural reasons / crop faitur
1893, 1921, 19261984 Coal miners’ strikes

19741980 Oil crises

Source: Authors’ estimates.



Aggregate demand shocks experienced a broadly dppogerience. Except for a few major shocks
(i.e. close or greater than two in Figure 2) in &agly 1700s and then in 1815, important aggregate
demand surges were very infrequent until the 18%0she beginning of the twentieth century, major
shocks were relatively common and, throughout th#wry, on average, the shocks were considerably
stronger than before. However, the second halheftiventieth century only experienced one major
aggregate demand shock, in 1980.

Aggregate demand shocks were driven by completiéfgrent factors. Indeed, the type of energy
source used did not matter much for the existefieggregate demand shocks, although which energy
source used might determine whether the aggregatend shock fed though into a price increase.
Instead, the state of the economy was the drivéresfe shocks.

Significant demand shocks were observed in timeswaffare, as they generated unusual and
intensified demands for energy sources (see Tgblehé wars that had the most significant effects o
aggregate demand were the War of Spanish Succdgsipecially, 1704-5) and the Second World War
(here, 1943-4). The Seven Years’ War in combinatidth three simultanuous colonian wars against
France (in North-America, India & Ghana) in 1757¢ Battle of Waterloo in 1815, the second Boer
War in 1900 and the First World War (particular§1b) also appear to have been important (see also
Figure 2). There were also periods of civilian emmoic growth (1873, 1980 and 2008) that appear to

have fed through into pressures on resources &neiasing energy prices.

Table 4. Aggregate demand shocks and probable cags®r these shocks

Aggregate demand shocks Probable cause

1704-5, 1757, 1815, 1900, 1915, 1943-4  Warfare

1873, 1980, 2008 Strong Economic Growth

Source: see text above.

Finally, residual shocks are estimated as the ahanmgprice not explained by changing supply or
demand. Often, these are described as shocks atesbawith precautionary demand in which
consumers or speculators hoard energy in the pation of future supply shortages (Kilian 2008).
Major positive and negative residual shocks gehemdincide with supply or aggregate demand
shocks. This indicates that they do reflect somenfof extended reaction to other ‘fundamental’
shocks.

Due to the moving average structure of our modeldemtify shocks, the timing of events has an
important influence on the strength of a shockotimer words, an event that strongly disrupts energy
supply or boosts energy demand will cause a muomger supply or demand shock when occuring
during a relatively stable period. This ‘surprigéfect is the reason that the 1893 coal miner estaikd
the 1980 Iran-lraq war caused stronger supply shdickn the coal miner strikes in 1921 and 1926,

even though supply disruptions were weaker in teahs. Similarly, economic recoveries in 1873,



1980 and 2008 caused relatively large demand shaskthey occurred during periods with few

demand surges (e.g., times of relative peace).

5. The Trends in Shock Effects

The purpose of this paper is to analyze the econefifiects of energy price shocks from a long-term
perspective. As these energy price shocks can bsedaby different factors (i.e. energy supply,
aggregated demand or speculation) and since GOgends differently depending on the mechanism
behind the shock, we chose to analyze the econeffeicts by breaking down the energy price shocks
into three different types, as explained in the/jmes section.

5.1. Influence of Shocks on Prices

Figure 4 presents the average values (for thepfiliod of 310 years) of the immediate and lagged
response of energy prices to each of the averagekshusing least-squares methods, presented in
Section 4.2. It shows that the immediate respofismergy prices to all three shocks is sinfilahat

is, there is an initially large response to thecghand then, in later years, some response inghesite
direction. In other words, for all shocks, thereds to be overshooting or correction to the shacké

first period.

While this average graph shows the result oveta period of 310 years, we are interested in Huw t
response changed over time. To analyze that, wierpged similar estimates for every set of shocks
identified by the same shock matrix (see Sectid). 4 he final estimate of the response of UK energy
prices to shocks in a particular year will be ti@y@ar moving average (i.e., the average of all
responses estimated where that year was includesk+Fouquet and Pearson 2012). All the results
were estimated using the least-squares methodthendtandard deviations resulting from the same
method. We used periods of 60 years as it seemed to éejitimal length to ensure both a high

flexibility in the resulting point estimates andMaincertainty levels?

8 Section 3.1 explained that, for the price seriesduis the model, we weighted the prices by the
percentage of energy expenditures in total GDP I&\this is a necessary condition inside the moalel t
estimate the shocks correctly, this method causesnaewhat misleading series of energy price
innovations: the positive and negative effects @mend shocks on fuel prices are strongly
overestimated, since increased consumption leadsiig fuel prices and weights of these prices. On
the other hand, if price increases due to suppbcleh are followed by a strong decline in energy
consumption (which occurs in many cases througti@itime series), this also decreases the weight of
energy prices, dampening these price increasestefbine, weighting the price changes on fuel
expenditures strongly underestimates the effectupply shocks. Since we want to see the effects of
shocks on actual changes in energy prices ratherdh those influenced by the consumption level, we
used unweighted real energy price changes as andept variable in the regression of shocks on
energy prices.

% As the results are presented as the sum of theteffer several years, we used the standard dewiati
of the immediate response as the standard deviftiothis sum, as this generally has the largest
standard deviation. In the few cases that the tey® higher standard deviations, we use the average
standard deviation of the lags.

9 Robustness checks of these estimates with respébetchoice of the median shock identification
matrices can be found in Table B1 in Appendix B.
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Figure 4. Immediate and Lagged Responses of Energprices in the United Kingdom to Shocks

of Magnitude 1 (average over 1700-2010), with Staadd Deviations.

Figure 5 shows the resulting moving average ofdfiect of shocks to energy prices. These results
represent the sum of the immediate impact andtteetlags following these shocks (see Figure 4).
The immediate impact of supply shocks on priceseiased until the early ninetheenth century, when
biomass was the dominant source of energy, theredsed during the age of coal until the First World
War, and finally increased again with the transitto petroleum and electricity. The corrective efffe
of supply shocks (i.e., the sum of the three lagsjored the immediate impact, dampening the full
effect of supply shocks on energy prices over thele/period (since a larger corrective effect rexduc
the total effect.

Interestingly, supply shocks tended to have lowapacts on energy prices during transition periods
(1780-1830 for biomass to coal and 1900-1940 fa to petroleum) compared with periods during
which the energy mix got dominated by a single sewf energy (1830-1900 for coal and 1940-2010
for petroleum, see Figure 3). This effect indicatest realistic opportunities of fuel switching leas
stabilising effect on the response of energy prioesvents that disrupt supply of the initially doant

fuel.
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Figure 5. Accumulated Response of United Kingdom Eargy Prices to Shocks, with 95%
Confidence Intervals (1700-2010)

The immediate impact of aggregate demand shocKmddcstrongly from 6% around 1700 to 3% in
the early twentieth century, and has been stalsieesthen. This decline during the transition of
biomass to fossil fuels suggests that fossil fuel,(coal and later oil and gas) producers coesgpond
more easily to a sudden increase in demand tharefar toning-down the final effect on energy prices
Figure 6 combines the estimated shocks (Figuren@)tlaeir period-dependent effects on energy prices
(Figure 5) to give an indication of the causesmdrgy price fluctuations since 1700. The figureveh
that except for some periods with large shocksl(strikes, world wars and oil crises), the average
magnitude of energy price innovations declined ificantly through time. In the eighteenth century,
shocks causing a 10% increase or decrease of epeigps were frequent. After the 1920s, such
shocks were rare. Declining prices in the 1950s1860Ds were driven by excess supply. However, the
energy supply shocks in the 1970s and 2000s oatgimeultaneously with aggregate demand shocks,
causing strong price shocks when adding up botceff confirming Kilian’s (2008) results. Figure 6
also shows that different shocks were dominantngudifferent periods and that residual shocks iddee

occurred simultaneously with supply and/or aggreg@mand shocks in most cases.
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Figure 6. United Kingdom Energy Price Variation Exdained by Supply, Aggregate Demand and
Residual/Residual Shocks, 3-year average (1700-2010

5.2. Influence of Shocks on GDP

The final purpose of the shock identification methis to estimate the changing impact of different
shocks on GDP. As Kilian (2008) has shown, supply aggregate demand shocks are likely to impact
GDP differently. Before investigating the changingpacts, to show the effects of different shocks, w
ran a static linear regression of the average shaok their 3-year lags on GDP over the entire 310-
year period (see Figure 7). As with the regressiorenergy prices (see Figure 4), both means and

confidence intervals are estimated using leastreguaethods.
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Figure 7. Immediate and Lagged Responses to ShoakEMagnitude 1 on United Kingdom GDP
(average over 1700-2010), with Standard Deviations.

Figure 7 confirms our expectations that the immiediasponse of GDP on aggregate demand shocks
has been significantly positive, while it has beegative for supply shocks. The corrective effefts
GDP from all shocks are much stronger than forgynerices in Figure 4: for both supply and demand
shocks, the sum of the lags generated slightly thegealues; for residual shocks, they were positiv

For supply shocks, the majority of the negative idmate impact on GDP has been offset by a positive
corrective effect during the first year followiniget shock. A supply shock (leading to a price inseg¢a
can be seen as a temporary adverse technology,sfealcicing the amount of capital utilization (Finn
2000). According to this theory of supply shocksc® the shock ends, capital utilization can retarn

its earlier level and so does GDP.

For aggregate demand shocks, the positive impaatgithe year of the shock led to a longer lasting
negative corrective effect. However, one shouldetaéire in interpreting this result: as an aggregate
demand shock is measured by an increase in eneigpshat coincided with a business cycle peak,
such a peak year in the business cycle was indyifaltowed by a decline, so the response of GDP to
aggregate demand shocks in Figure 7 is partlyfdigélling prophecy'.

The response to residual shocks is also interestihie Figure 4 indicates that the corrective efffef
energy prices after a residual shock was relatil@ly, Figure 7 shows that the corrective effect of
GDP was remarkably high and long-lasting. Theretatepossible explaiations for this high corrective
rate of GDP after a residual shock. First, in maages, a residual shock represents the amount of

overshooting in the response to supply and aggeedmtand shocks. As it occurred in parallel with

" The same effect would apply in Kilian (2008) as #ugregate demand indicator also measured the
global business cycle using dry cargo shippingstate



both kinds of shocks, a regression would typica#ifimate the impact in association with the effe€ts
both supply and demand shocks. However, a priceesd technical efficiency improvement might be
largely represented by a positive residual effSetond, residual shocks might include any efféws t
could increase energy prices apart from the efiésupply and aggregate demand. A fuel switch that
uses different technology, say, might have an asirg effect on energy prices, but might have a
positive effect on GDP as the new technology beesomore efficient or yields other qualitative
advantages.

The more interesting question however is how thiecef of supply and demand shocks changed over
time. Figure 8 shows the change of this effect divee, separately for the immediate and the lagged
response (sum of the three lags, see Figure 7jhafresupply and aggregate demand shocks. Both the
point estimates and the confidence intervals aleulzded using the same method as used for energy
prices (Figure 5)%

The immediate response of GDP to supply shocks tignerability) decreased strongly (in absolute
terms; i.e. become less negative) during the fif or our time-series, when the dominance of
agricultural products in the energy mix declinegiddy. It then increased until 1925 with the rapid
transition to domestically produced coal and desswdaagain with the transition towards imported
petroleum. This decreased vulnerability has coetininto the twenty-first century, supporting the
observation made by Dhawan and Jeske (2006) amhK{008) that vulnerability to oil price shocks
has decreased during the last decades. Howeveg thsults place their observations within a broade
historical trend of increased vulnerability duritiie Second Industrial Revolution (1870-1913) as the
economy became increasingly dependent on coallfecanomic activities and energy services, such

as heating, power and transportation.
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2 Robustness checks of these estimates with respebetchoice of the median shock identification
matrices can be found in Table B2 in Appendix B.



Figure 8. Accumulated Response of United Kingdom GP to Shocks, with 95% Confidence
Intervals (1700-2010)

In broad terms, the corrective or lagged effeet (icesilience) of GDP to supply shocks mirroreg th
immediate effects. While the immediate effectsdaitd an-inverse S-shape curve rotated 90° anti-
clockwise, the lagged effects displayed a S-shapeeaotated 90° anti-clockwise. Thus, in geneaal,
economy appears to develop levels of resiliencencensurate with its vulnerability.

However, at specific times, these lagged effects mit mirror the immediate effects, leading to
significant changes in total effects. For instartbe, lagged effects declined at first rapidly theare
gradually until 1830. Around 1850, they increasastdr than the immediate effects implying that the
total effects of supply shocks were negligible. $hthe economy became more resilient to supply
shocks with the early transition from biomass fuelsoal during the third-quarter of the nineteenth
century. However, its resilience to supply shockgpears to have decreased strongly with the
increasing dependence on coal energy from the 1§80ty supporting Jevons’ (1865) hypothesis that
increasing dependence of the British economy oh eoergy would finally have a negative influence
on economic growth due to the rising scarcity apstsof coal.
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Figure 9. Immediate and Lagged Response of Unitedikgdom GDP to Shocks (1700-2010)

Just as was done for energy prices (i.e., by sugpram the responses of the four estimated lags),
Figure 9 presents the moving average of the tdfattethat the three different shocks had on GDP
from 1700 to 2010. This figure shows the changéhintotal effect of supply shocks on GDP since
1700. The effect can be characterised &shape curve rotated 90° anti-clockwise: the negati

impact increased (in absolute terms) during théntemnth century, became weaker during the the



nineteenth century (with no estimated effect betwe&70 and 1890), then it strengthened and, around
1940, it weakened again.

The total impact of aggregate demand shocks on @iRiated around -0.5 until the mid-nineteenth
century. The lagged negative effects (mostly assedi wth the resource scarcity implications of an
overheating economy) were a little greater (in &lisoterms) than the immediate beneficial effects
(see Figure 8). However, from the 1870s, the rapishinsion of coal exports to Europe strengthened
the immediate positive effect of demand shocks BPGwhile the transition from an agricultural to a
fossil fuel based economy weakened the long-terigatnee effects caused by an ‘overheating’
economy. From the 1920s, declining coal exports stnongly increasing dependence on imported
petroleum caused the immediate positive effecteshand shocks on GDP to decrease. Lagged effects
also declined (in absolute terms), yet far less tinamediate effects, implying increasingly negative
total effects of aggregate demand shocks on GORi¢fmout the twentieth century.

This steep decline should again be interpretedfdlreas the relevance of economic activity for
energy prices shifts from the UK towards the refsthe world during the twentieth century (as
explained in Section 3.3). Therefore, an aggregatmand shock in early periods is measured as a
business cycle peak in the UK itself and so logydahs a more positive impact on British GDP than a
business cycle peak in the rest of the world. Teeliding response of GDP to aggregate demand
shocks might therefore be partly or completely edusy a shift in the relevant real activity. Althgiu

this might be interesting by itself, such as whaal fmarkets became more international, this also
created a larger mismatch between domestic busyeds peaks and high energy prices caused by
international business cycle peaks, making theseksheconomically more painful.

For residual shocks, for which the positive effantsGDP seem to be strongly related with the sbére
coal exports from the UK, this evolution is almasimpletely driven by the variation of the positive
lagged response of GDP to residual shocks. Thearapbn of the evolution of the residual shock
seems obvious. Throughout the majority of the sam@sidual shocks tend to represent some mix of
entended reactions of energy prices to supply @amatid shocks. Therefore, the expected effect on
GDP is slightly positive, representing the positaféects that energy prices might have on investmen
in energy efficient technology. However, in a cistgraribus situation, an increase in energy prices
would always positively affect GDP of an energy eimg country. Therefore, the boost in coal
exports from the UK, peaking in the early twentietntury, is represented by an increased positive
correlation between energy prices and GDP growth.

Finally, as a general point, there was a significketrease in the actual impact caused by eneigy pr
shocks on GDP since the Second World War (See &igjQj. However, the major force behind this
decrease seems to be smaller shock magnitudesF{gase 2) rather than particularly declining

vulnerability or greater resilience to energy pist@cks (see Figures 8 and 9).
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Figure 10. United Kingdom GDP Variation Explained by Supply and Aggregate Demand Shocks,
3-year average (1700-2010)

6. Conclusion

The purpose of this paper was to analyze the effgicenergy price shocks on GDP at different phases
of economic development, by analysing United Kingddata over the last three hundred years. To
perform such an analysis, the method proposed bgrkand Murphy (2012) was used to disentangle
supply, aggregate demand and residual shockshEanéthod to be more suitable on long-term annual
time series, we identified shocks using a movingrage of the identification matrices. The average
shocks were identified and discussed in the comtkistorical events, such as poor harvests, mainer
strikes or wars, and the time-specific shocks weseHl as explanatory variables in influencing vemat

in real energy prices and GDP.

The results showed that there was considerablegehinthe effects of shocks on GDP over the past
three hundred years (see Figure 9). The economgriexgged a decline in the total impact from supply
shocks associated with early industrialisation &radsition to coal. In fact, the results suggesi,th
between 1800 and 1870, the total impact of suppdeks was approaching zero, mainly due to a lower
immediate impact of supply shocks (see Figure 8weler, from the 1870s, the economy’s
vulnerability (i.e., the immediate impact) to supghocks increased strongly. Then, from the 1920s,
vulnerability appears to have started to decre@bés supports the Dhawan and Jeske (2006) and
Kilian (2008) conclusions that vulnerability to ege supply shocks has been decreasing since the
transition to petroleum and places them within@eber historical trend.

Similarly, the negative total impact of aggrega¢endnd shocks on GDP growth rates declined during
the nineteenth century (as the economy industeidland completed the transition to coal) and demand
shocks became even positive when coal exports topeupeaked in the early twentieth century.

However, the economy appears to have become masitige with the transition to oil in the mid-



twentieth century (see Figure 9). In general, thige of shock could be interpreted as a cost of the
economy accelerating too quickly and overheatingth\the transition to oil, the overheating was
experienced at an increasingly global level anefore, there was a decline in the immediate pesit
gains to the domestic economy (see Figure 8).

One possible explanation for this change in serisitito supply and demand shocks could be
associated with price elasticities of demand faergy and energy services. Fouquet (2014) shows that
there was a general increase (in absolute term@jide elasticities of demand for energy servicetd u
the 1870s, followed by a decline until the 19204 aglatively stable elasticities since then. Higher
price elasticities in the nineteenth century implileat consumers had higher substitution effeatiéoan
higher income effects, and the ability to adjusthigher prices. Especially during the accelerated
transition to coal in the late ninetheenth centysice elasticities decreased strongly, causing the
market to be less adaptable and, thus, more vidleeta price shocks.

More generally, however, the major reason why tbenemy has been less affected by supply and
demand shocks since Second World War is simply, #yzdrt from the price hike in 1980 and more
modestly between 2006 and 2008, the shocks theesblwve decreased significantly in strength (see
Figure 2 and 10).

Compared to Kilian (2009), this study found, oviee entire period, a similar immediate impact and
corrective effect from supply shocks to GDP (seguk@ 7). The average negative lagged effects of
demand shocks caused by an ‘overheating’ econormywaaker compared to Kilian's estimates,
however our estimates come close to those of Kiliarng the later subset of our sample (see Figure
8). For residual shocks, our results show oppadifects to the oil-market specific demand shocks
presented by Kilian's (2009) study. Compared togsgmates of Kilian, our resulting effects of skec

on energy prices tend to be significantly stronigersupply shocks while weaker for demand shocks.
An important difference however is that Kilian usesighted energy prices for this analysis, while we
use unweighted energy prices as we think that vieiglenergy prices by expenditures underestimate
the true effects that supply disruptions have anrtral price of energy, while overestimating thestr
effects of increased demand for energy.

In this paper, the findings concerning the effectsaggregate demand shocks on GDP (strongly
positive immediate impact and strong negative abire effect) might be partly based on a self-
fulfilling prophecy: as real activity - the majondicator for aggregate demand shocks - is typically
measured by a business cycle indicator, a shoelggnegate demand largely reflects a business cycle
peak. Business cycle peaks logically occur togethién increasing GDP, followed by a decline in
GDP in the years after the business cycle peak.

Also, the consequence of analyzing the effects owere than three hundred years is that it was
necessary to use annual data, while the methodalagyinitially designed for monthly data. Although
a combination of a sign-identification matrix angpply elasticity bounds was used to overcome the
problem of a biased identification of the differesfitocks (similar to Kilian and Murphy 2012), it is
inevitable that the resulting shocks are less ‘ptln@n those identified from monthly data. Alsojngs

the median matrix from the set of admissible shotwltrices is not theoretically correct, since the

method imposes that every admissible shock madriequally likely. It is hoped that the reader will



also agree with the authors that the benefits gafnem this historical perspective outweigh these
limitations.

Altogether, the analysis offers novel findings abthe effects of energy price shocks. As current
literature has only focused on the post-Second #Vérar period and usually only on oil, this paper
puts those results in a broader and historicalpgets/e. Indeed, the results indicate that regikeaf

the British economy to shocks has changed follovdngrgy transitions, but does not appear to have
been systematically improved by economic develogmehne trend of decreasing shock magnitudes
since 1948 has created an illusion of decliningaatp on the British economy (as shown in Figure 2).
Future research might investigate in more detal ¢huse of these weaker shocks, and changing
vulnerabilities and resiliences associated with tilag@sitions to coal and to oil, as well as potnti

transitions to natural gas, nuclear power or reidsvanergy sources.
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Appendix A

By using the sign identification matrix in Tabled) average 6,8% of all randomly generated rotation
matrices turned out to be admissible to derive aclstmatrix. This percentage is the result of
multiplying 100,000 orthonormal rotation matricesthwthe recursively identified lower-triangular
Cholesky decomposition of the variance-covarianarisn of the VAR model residuals eusing
MatLab, leaving on average around 6,800 admisgibtation matrices after filtering for the sign
restrictions in Table 2. This method is explainedietail by Kilian and Murphy (2012). Throughout,
we impose restrictions on the levels of supplytaddg associated with innovations in energy prites
further drive down the percentage of admissibleckhnatrices. These extra restrictions cancel dut al
matrices for which the values of;Pand Ry; are smaller than the values qfPand Rs; respectively.
This extra restriction drives down the amount afésible shock matrices towards 3.5% on average.
Figure Al shows the percentage of admissible mathatrices for our moving average periods of 60
year. Note that, to avoid strange results on thddrs of our estimates, we reduced the moving geera
period towards 50 years at the edges of our safhple1700-1750, 1700-1751, ... , 1700-1760, 1701-
1761 etc).

First year of moving average
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Figure Al: Percentage of resulting admissible shocknatrices after sign and supply elasticity
restrictions for our moving average sets of time-ses

For every period, we finally choose one single ettgo-median matrix. This matrix requires the
conditions to be a viable shock matrix. Table Adv the values of all our selected closest-to-nredia
matrix. In brackets are the standard deviationthe$e matrix values, calculated on basis of allyent

values from the admissible matrices in a particpiiod.



Table Al: 25-year averages of shock matrix entriefor the different moving average periods. In brackés the relevant
standard deviations based on the total selection afiatrix entry values

Start
year

1706-
1720

1721-
1745

1746-
1770

1771-
1795

1796-
1820

1821-
1845

1846-
1870

1871-
1895

1896-
1920

1921-
1945

1946-
1970

(111) -
Energy
supply on
End supply
year shocks
1756-
1779 4.54
(0.6)
1780-
1804 3.38
(0.496)
1805-
1829 3.29
(0.36)
1830-
1854 2.98
(0.308)
1855-
1879 2.60
(0.3)
1880-
1904 2.52
(0.3)
1905-
1929 3.81
(0.396)
1930-
1954 8.03
(0.416)
1955-
1979 8.03
(0.408)
1980-
2004 4.40
(0.412)
2005-
2010 2.34
(0.34375)
Appendix B

(112) -

Energy
supply on

demand

shocks

2.29
(1.128)

1.91
(0.864)

1.49
(0.764)

1.34
(0.696)

1.11
(0.624)

1.08
(0.62)

1.29
(0.876)

1.63
(1.36)

1.59
(1.304)

1.24
(0.94)

0.93
(0.6375)

(113) -
Energy
supply on
residual
shocks

3.04
(1.08)

2.09
(0.812)

1.94
(0.728)

1.69
(0.644)

1.57
(0.6)

1.64
(0.6)

2.43
(0.868)

3.60
(1.412)

3.38
(1.364)

2.71
(0.956)

1.88

(0.63125)

(114) -
Economic
activity on

supply

shocks

2.20
(0.476)

1.24
(0.4)

1.21
(0.38)

1.23
(0.42)

0.90
(0.44)

0.79
(0.412)

0.86
(0.364)

1.44
(0.272)

1.29
(0.288)

0.92
(0.344)

0.31
(0.2375)

(115) -
Economic
activity on

demand
shocks

2.22
(0.54)

1.72
(0.34)

2.03
(0.3)

2.32
(0.308)

2.39
(0.296)

1.98
(0.256)

1.96
(0.316)

2.13
(0.648)

2.25
(0.724)

1.91
(0.476)

1.11

(0.175)

(116) -
Economic
activity on

residual
shocks

-0.94

(0.66)

-0.60
(0.432)

-0.63
(0.532)

-0.69
(0.596)

-0.65
(0.568)

-0.54
(0.484)

-0.75
(0.528)

-1.50
(0.768)

-1.78
(0.768)

-1.20
(0.62)

-0.46
(8)27

(117) -
Energy
prices on

supply
shocks

-12.95
(2.96)

-12.36
(2936

-12.43
(2.156)

-13.25
2zp

-13.22
(2.012)

-11.06
(2.008)

-9.50
9R)

-6.70
By

-4.72

3¢B)

-9.70
(Up4

-12.44
2.2)

(1,8) - (1,9) -
Energy Energy
prices on prices on
demand residual
shocks shocks
10.29 .3411
3.648) (3.42)
10.15 979.
(3.42) (3.632)
7.81 179
(2.652) (3.032)
7.29 175
(2.616) (3.068)
7.05 17.0
(2.54) (3.008)
7.00 86.9
(2.4) (2.752)
6.64 8.45
(2.616) (2.552)
6.66 50.1
(3.364) (2.524)
6.20 9.73
(3.136) (2.348)
6.37 8.86
(3.108) (2.476)
6.71 98.0
(2.95625) (3.00625)

We are interested in the robustness of the finglessions of shocks to energy prices and GDP with

respect to the choice of our identified shock neasi To check robustness, we first estimated th& 68

confidence interval with respect to our median roa#r and select the two matrices within that iraerv



with the highest difference compared to our setbatedian matrix. These matrices should be different
from the median matrix by about one standard diewviaSince it is impossible to systematically rank

these matrices in sense of an upper and lower timattix for each period, we compare the outcomes of
the total effect estimated by shocks that are ddrlwy the median matrix (as visualized in Figuan8

8 for energy prices and GDP respectively) with thicomes of the total effect estimated by these
robustness matrices. We show the average mearsvailtke total effect derived by the median matrix

in 25-year intervals and compare these with theimam average distance from those mean total
effect values estimated by the robustness matfimeshe regression on energy prices and GDP in
Table B1 and Table B2 respectively. While the matimistance is, mostly for aggregate demand

shocks, quite large in some periods, the evolutiothe effects keeps robust regardless these déestan

Table B1: Robustness check for the outcomes of thetal effect of Shocks on Energy Prices

Shocks on Aggregate demand

Energy Prices Supply shocks shocks Residual shocks

Average of max max max

years: median distance | median distance median  distance
1710-1735 3.4067 0.8856 1.7853 1/63  2.9958 1.2593
1735-1760 3.2142 0.8339 2.003 1.2712  2.6865 1.3424
1760-1785 2.9256 0.6705 1.9253 1.008 2.1092 1.0466
1785-1810 2.8004 0.8084 1.8001 1.2132 1.419 0.5697
1810-1835 2.9783 1.1333 2.0015 1.496 1.0732 0.4257
1835-1860 3.3833 1.355 2.1273 1.4413 1.386 0.6286
1860-1885 3.7079 1.1433 1.9485 1.1692 1.793 0.8151
1885-1910 3.7587 0.7312 1.4846 0.9034 1.8663 0.6452
1910-1935 3.2708 0.2227 1.0801 0.7563  1.8021 0.2876
1935-1960 3.2801 0.3581 1.0879 0.9251  1.9064 0.3358
1960-1985 3.7473 0.6238 1.2961 1.124  1.9391 0.5496
1985-2010 4.0529 0.7494 1.4112 1.4508 1.9162 0.9044
Table B2: Robustness check for the outcomes of thetal effect of Shocks on GDP

Shocks on Aggregate demand

GDP Supply shocks shocks Residual shocks

Average of max max max

years: median distance | median distance median  distance
1710-1735 -0.256 0.2297  -0.4546 0.3688 0.635 0.2251
1735-1760 -0.3531 0.1839  -0.4789 0.4151 0.5631 5121
1760-1785 -0.4657 0.1935  -0.5807 0.6075  0.5324 10.20
1785-1810 -0.5423 0.3628 -0.6638 0.7599  0.5042 70(11
1810-1835 -0.5237 0.362 -0.6152 0.6028 0.4238 3131
1835-1860 -0.3253 0.2157  -0.5032 0.4199 0.367 @175
1860-1885 -0.0519 0.1386  -0.3005 0.2905 0.5678 10/16
1885-1910 -0.2284 0.3883 0.0837 0.4246 1.089 0.5234




1910-1935 -0.8208 0.614‘2 0.3053 0.8219 1.5684 3.860
1935-1960 -0.9844 0.4436 -0.0787 0.945 1.3248 0/696
1960-1985 -0.7412 0.2359  -0.6145 0.6826  0.7609 4844

1985-2010 -0.4264 0.17545 -0.9568 0.391 0.3745 ®.343



