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The rationale for international agreements on climé change mitigation comes
from the global scope of impacts irrespective of #nlocation of greenhouse gas
(GHG) emissions. By contrast one of the motivation®r national commitments to
such agreements, and for national adaptation planni, is concern about national
scale impacts. Climate predictions on regional soa$ are therefore highly sought
after by policy and decision makers, yet robust, levant predictions on these scales
raise practical and philosophical challenges for @hate sciencé. Existing methods
underestimate uncertainty through limited exploration of model erro**and ad
hoc choices regarding the relationship between mobediversity and real world
probabilities®’. Here a new method is presented for extracting mad based
probabilistic information on regional and seasonakcales, utilising the world’s
largest climate ensemble exploring the consequenaaismodel uncertainty. For the
first time ensemble filtering is implemented to coater problems of in-sample bias
in future analyses. A probabilistic interpretation is presented of the regional scale
consequences of targets to halve global GHG emissoby 2058°, using a scenario
with an estimated 32% probability of exceeding Z global warming (relative to

pre-industrial levels). Meeting such a target lead# the model’s winter climate for



Northern Europe being between 0.5 and 5@ warmer and -5 and 34% wetter in
the 2090s. A business-as-usual scenario providesiges of 6.8 to 14X and 22 to
71%. Higher precipitation increases are found for Mrth Asia. That these ranges
are large illustrates the need for adaptation straggies which minimise
vulnerability rather than optimise for the future '°. The method is potentially useful
for making probabilistic statements about future sasonal mean model
temperatures in many of the 22 predominantly land egions studied, as well as for

model precipitation in a small number of high latitude regions.

Probabilistic climate forecasts are most robustlzast constrained for global
multi-year mean near-surface temperatuig GEcause (i) observational and physical
constraints on Jminimise the impact of spatial and temporal valigh (ii)
temperature is the best observed climatic variaid, (iii) it can be studied with a
variety of different types of models from compliedtglobal circulation models
(GCMs), which resolve some aspects of the largke shaamics, to simple energy
balance models which explicitly average over sughadhical behaviour. Even so there
remains significant uncertainty in the probabitiigtribution for the long termgrl
response to GHG stabilization scenarios, partlytduge limited ability of observations
of the past to constrain feedbacks relevant tduhee'’. The nearer term transient
response is better constraiffetf. Smaller spatial and temporal scales have mang mor
degrees of freedom, making the evaluation of priistib information harder. Only
GCMs provide data on regional scales yet the caresezes of both aleatory and
epistemic uncertainty are greater at smaller stalbie our ability to explore such
uncertainties are reduced as a consequence ofrtiails’ computational demands.
Here we combine information on model uncertaintshwvell-studied constraints oy T

to provide probabilistic model information on regab and seasonal scales.



Model uncertainty is evaluated with almost 40,00usations of the first
experiment of the climapeediction.net project®; still by far the largest exploration of
model uncertainty in a GCM. There will be an unaatile bias in future analyses of
this ensemble. The desire to reduce uncertaintyeXample, can lead to a focus on
model versions which exhibit some form of extreredviout>® This focus is
developed “in-sample”, encouraging false confidethe¢ uncertainty has been reduced.
Here, to maintain the possibility of out-of-sampéification in future analyses, we
apply ensemble filtering by removing half of thespquality controlled model versions
(see methods) before further analysis. The remgusimulations consist of 6203 model
versions®, each with initial condition ensembles of betwéeand 10 members. The
GCM is a version of HadSM3 the HadAM3® atmospheric model coupled to a
thermodynamic ocean. Each simulation involves th&gear phasés (1) calibration,
to deduce the ocean heat-flux convergence field ssubsequent phases to represent
the transport of heat by ocean circulations, (2itias, to quantify the model’'s
behaviour with pre-industrial G&xoncentrations, and (3) doubled £@ explore the
response to increasing G€oncentrations. Regiortatemperature and precipitation,
and Ty, anomalies are extracted for each simulation asliffierence between the means
of years eight to fifteen in phases two and thfe@eseparate model uncertainty from
internal model variability, ensemble results arespnted as the mean of these
anomalies across the initial condition ensemblesarth model version (figures 1 and

2).

Co-variations of simulated winter and summer, terafpee and precipitation with
T,y for Northern Europe (NE) and North Asia (NA) ah®wn in figure 1. In both
regions temperature and winter precipitation shatreng correlation with gl Summer
precipitation does not. While such correlationswarsurprising, these results enable a
quantification of the relationships in this modstcounting for a degree of epistemic

uncertainty (parametric but not structural) in #eospheric response. Yet it is unclear



how to evaluate the robustness of these relatipashihe lack of independence between
model versior$'?1?? 'removes the relevance of traditional goodnes# tédts, and
constraints on climate ensembles remain eld$i& 4 A simple linear least squares fit
is therefore applied. As a test of sensitivitysinoted that including only those versions
whose absolute global mean ocean heat-flux conmeggis less than 2.5 Wirtred

points) has little impact on the relationships.g Sapplementary fig 1 for other seasons

and regions).

Probabilities of changes i, &ind atmospheric Gxoncentrations for given
scenarios can be combined with these relationgbipsovide estimates of their
implications for regional climate change within thedel. The direct effect of GO
increaseS, quantified by the intercept, is separated fromrésponse associated with
changes in ¢, quantified by the gradient, as discussed omglbieal scale by Allen and
Ingram, 2002’ (see methods). The intercept is taken to be lipealated to CQ
increase. Again lack of independence between masions makes the results of
traditional methods for evaluating uncertainty ardthe central estimate
uninformative; the distribution of points about tlegression line is a consequence of
subjective choices, amongst other things, not gectilee description of uncertainty.
Furthermore, the societal relevance of climate iptechs argues for a conservative
approach to constraining even model results; ovarhstrained statements encourage
false confidence and risk mal-adaptation. Thudding on the “non-discountable
envelope” of possibilities approa€io this problem, a band of uniform probability is
taken about the regression line; its width defihgdhe maximum range of model
versions about that line (figure 1 and methods}uls variability within the model is

amenable to traditional approaches and is therdifamnelled separately (see methods).

The model versions include both equilibrium and-eqgnilibrium states but one

might nevertheless question whether the bandskalg to encompass behaviour



representative of a transient response such atotbatencountered in the2dentury.
Figure 2 provides some justification for confidensgbject to the assumptions
discussed later. It includes data from earliehamgame simulations, where this
information is available, and indicates that thehrod does encompass the behaviour of

the very early, transient, stages of the simulation this model.

The distributions in Figure 3 are conditional prioitity density functions for NE
and NA model winter, deduced by combining thesati@hships with probability
density functions (PDFs) forgand CQ concentrations from Meinshausen et al., 2009
The 5-95% range for change in the 8-year mean hdortEuropean winter
precipitation (temperature) between the late 18@@sd the 2090s in this model is -5%
to 34% (0.5 to 5.%C) under the halved_by 2050 scenario; 22 to 71%t(614.5C) for
the A1F1 SRES scenario. Table 1 presents the veduesher seasons and for NA.

Supplementary table 4 provides results for othgiores.

The assumptions necessary to relate model resuigslity are the most
significant aspect of any modelling study. There three key assumptions in this
approach. First the method relies on predictedibigtons for . While this provides
flexibility to apply the T, distribution of ones choice and removes the depeceion
the global climate sensitivity of any specific mhdealso integrates a dependence on
the assumptions of the underlying study gf Second, only changes in €O
concentrations are included in these simulationanges in other greenhouse gases,
particularly sulphate aerosols, will substantialffect some regions. Third, the
relationships themselves could be a consequenite ohodel structure or the
exploration of uncertain parameter values, rathan treflecting real world behaviour.
The lack of a stratosphéfedynamic ocean, dynamic ice shé&tsarbon cycl&,
atmospheric/oceanic chemistry, and processes wadgtkire high resolution to be

resolved etc., highlight the model-based natuth@de conditional PDFs. This is true of



all climate predictions; none should be used qtetntely as real-world probabilities in
climate change adaptation decisions. These reseMsrtheless provide a significant
step forward in understanding the range of regibealviour possible in current
models, which is one source of guidance for sudmsdms. They incorporate the
largest exploration of epistemic uncertainty in siraulation of regional climate to date,
and are based on consistent model behaviour agnosssemble. Unlike existing
methods for the analysis of perturbed physics ebienhis does not make the
assumption that model diversity relates to prolit#sl of real world behaviour, the ad
hoc nature of which has been discu$3&d Furthermore it is orthogonal to arguments
over a means for weighting models against obsematio highlight those with the most

relevant feedbacks for 2tentury climaté*®

These results combine model probabilities frortiahcondition ensembles with
probabilities for [ and a range of possibilities described by theupleed physics
ensemble. Maintaining the philosophy behind thestapes of possibility approach,
only the 5-95% ranges are presented. The appraagidps contextual information for
adaptation decisions; an alternative to datasdtsmore limited uncertainty
exploration which potentially encourage false cdefice. Increasing initial condition
ensemble sizes could narrow the conditional PDfeitih better quantification of the
model version means for those versions which peoth@ outer bounds of the uniform
probability bands. Increasing perturbed physiceenie sizes could broaden the
conditional PDFs through wider exploration of feadb mechanisms. Robust
physically understood constraints would of couesguce uncertainty. Climate change is
a problem of interlinked risks; if some model regisee only the 5% temperature
change this implies that others must see mucherehainges to maintain consistency
with the change in g Despite the large uncertainties illustrated héve regional
consequences of the two scenarios show little apds the end of the century. Under

the A1F1 scenario even the 5% values represerifisagt change.



Methods Summary:

Separation of forms of uncertainty: Model version response is taken as the mean
across its initial condition ensemble (ICE). Théuna of the distributed modelling
experiment means model versions have varying §lEs;l some have only single
simulations. The linear fits are not sensitivelte minimum size ICE deemed
acceptable, although the spread about the fitagsepting smaller ICEs leads to greater
mixing of internal variability and model uncertajirdnd consequently greater spread.
Increasing the minimum size ICE better separatesvwib forms of uncertainty but at
the cost of reducing the total number of modelieeis available. Here the minimum
size ICE is taken as four — reducing the total neindd model versions from 6203 to
1594. Using these model versions a simple linggnession was performed for each

regional variable against;Tgiving an intercept (i) and gradient (g).

Construction of Conditional PDFs: PDFs of [, and atmospheric G&oncentrations
were providedin terms of 600 equally likely 2century timeseries for each scenario.
For each timeseries the mean(MTy) and mean atmospheric @Goncentration

(mCQ,) was calculated for the central 8 years of thevaht decade. Assuming a linear
direct response to G@oncentrations the central estimate for the regjigariable is

then calculated as:
Regional Variable Central Estimate =i* (m&p2CQ) -1) + g * mTy

where p2CQis the atmospheric G@&oncentrations in the second phase of the

simulations.

A range of equal probability, defined by the maximdeviation from the linear
fit of any model version mean, is taken about teistral estimate. A single sided
Gaussian distribution is added to the lower anceuppd of this range. The gaussian’s

variance is taken as the mean variance, allowingroertainty in , across all initial
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condition ensembles included. This provides adfadrobability which accounts for
internal model variability. The resulting 600 distrtions are combined and normalised

to produce the conditional PDFs in figure 3.
Supplementary Information accompanies this paper.
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Figure 1: Changes in Northern European (top) and North Asian (bottom)
temperature (left) and precipitation (right) with Ty, as simulated by model
versions of the grand ensemble. DJF indicates winter
(December/January/February), JJA summer (June/July/August). Model versions
with absolute values of global mean atmosphere/ocean heat flux (Hg) less than
2.5 W/m? are shown in red. All points are ensemble means across initial
condition ensembles where available. Crosses have at least 4 member initial
condition ensembles, dots have fewer members and are omitted from further
analysis — see methods. The least squared linear fits are based on crosses
only; black (all model versions) and red (model versions with |Hg| < 2.5 W/m?2).
The correlation coefficient is shown in the top left hand corner of each plot; this
information is indicative only of potential relevance. The shaded band is taken

as having uniform probability.
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Figure 2: Black crosses are the same as in figure 1 but for temperature only:
Northern Europe — left, North Asia - right. Coloured crosses are from earlier in a
subset of the same simulations (only some simulations provided the necessary
data). Blue crosses are calculated as the difference between the means of
years one to eight from phases two and three. Orange crosses use years three

to ten.

Figure 3: Conditional probability density functions for Northern European (left),
and North Asian (right) winter temperature (top) and precipitation (bottom)
changes. Changes in the eight year model mean are presented for the 2050s
and the 2090s based on predictions of T4 and CO, concentrations from
Meinshausen et al 2009° which include the effects of a number of GHGs. Red
represents the SRES A1F1 scenario and blue the Meinshausen halved-by-2050

scenario.

Additional Methods: The model and experimental design for the ensearele
described in Stainforth et al. 2d85The parameters perturbed in the experiment amd th

definitions of the regions analysed are presemteipplementary information 1.

The nature of the climgbeediction.net project leads to a dataset which is
unsurprisingly messy; some simulations do not ceteplsome do not return all of the
data. Quality control procedures applied here vgerglar to those used in previous
studied**°. Before inclusion in this study each simulaticasvehecked: i) for the
existence of information on the parameter valuesl ui§) for the existence of files
necessary to check the stability of the controlsghand to calculate the regional data
used herein, iii) to ensure that the drift in arlmaan T, in the last eight years of the

control phase was no greater than 0.02 i) to ensure the data was not corrupted, as
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indicated by an inability to calculate a climatesiévity'* or jumps in seasonal means
from one season to the next of more than 10K ormf@tay, and v) to remove those
showing unphysical cooling in the tropical eastifiaasing the method applied in

Knight et al, 2007,

39802 simulations passed the data quality cheakserible filtering involved the
removal of half the model versions leaving 19618wations and 6203 model versions
for inclusion here. Where duplicate simulationsegaen-identical results, their mean
was taken. Within each initial condition ensembile tegional and seasonal variance
was calculated allowing for the impact of the demtlicelationship on the uncertainty in

the dependent variable.

While all simulations provided mean data for th& kight years of each phase,
only 16378 of the 19618 simulations provided thggaral timeseries data necessary for
the calculation of time means from earlier in th@ges for inclusion in figure 2. This
extra data only became available for new runs ¥alg an upgrade to the distributed

modelling software part way through the project.

Northern Europe was taken as 48N-75N, 10W-40E North Asia as 50N-70N
40E-180E, following Giorgi and Francisco, 268®ut including both land and sea

points. Supplementary information contains informafor other regions.
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Table 1: Selected Regional, Seasonal Changes by the

The predicted distribution of change in 8 year mean model climate by the 2090s for Northern
Europe(NE) and North Asia (NA), temperature (T in Kelvin) and precipitation (Pr in %), and
various seasons (Dec/Jan/Feb(DJF), Mar/Apr/May(MAM) etc.). The 5-95% range is presented

for the A1F1 and the halved-by-2050 scenarios used in Meinshausen et al. 2009. Figures are

17

only presented where the correlation coefficient with T is 0.8 or greater (see methods). This is

an arbitrary cut-off which is useful simply in highlighting relationships of potential relevance. For

NE and NA it identifies all relationships for which this approach has value.

Halved-by-2050 |A1F1

c ()
S| ¢9 |
2 7 ®
Sl A S| 5% 95% 5% 95%
x| o >
NE | DJF T 0.55 585 | 6.85| 14.45
NE | MAM | T 0.15 465 | 5.05| 11.65
NE | JJA T -0.05 425 | 3.45 9.45
NE | SON T 0.15 4.15| 4.05 9.95
NE | Annual | T 0.35 445 | 4.95| 11.15
NA | DJF T 0.25 6.35| 6.35| 15.25
NA [ MAM | T -0.25 485 | 3.75| 10.95
NA | JJA T -0.95 475 | 1.75 9.35
NA | SON T 0.35 465 | 4.75| 11.45
NA | Annual | T -0.05 475| 425| 11.35
NE | DJF Pr 5.5 335 225 70.5
NA | DJF Pr 15 465 | 315 90.5
NA | MAM | Pr -15 325 205 64.5
NA | SON Pr -0.5 255 | 165 49.5
NA | Annual | Pr 15 235 | 215 525
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Captions for Supplementary Figures

Supplementary Figure 1: As Figure 1 but for all regions and seasons. The
shaded band is taken as having uniform probability. It is only plotted when the
correlation coefficient is 0.8 or greater. This is an arbitrary cut off and in any
case is only indicative of the potential usefulness of the correlation. A
judgement of the relevance of the relationship should be made on a case by

case basis but for plotting purposes it is useful to apply this criterion.
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Supplementary Table 1: List of regions studied

The regions analysed were the same as those used in Giorgi and Francisco, 2000 but including

both land and sea points. Their definitions are included here.

Name Latitude (9 Longitude (9
Australia 45S-11S 110E-155E
Amazon Basin 20S-12N 82W-34W
Southern South America 56S-20S 76W-40W
Central America 10N-30N 116W-83W
Western North America 30N-60N 130W-103W
Central North America 30N-50N 103W-85W
Eastern North America 25N-50N 85W-60W
Alaska 60N-72N 170W-103W
Greenland 50N-85N 103W-10W
Mediterranean Basin 30N-48N 10W-40E
Northern Europe 48N-75N 10W-40E
Western Africa 12S-18N 20W-22E
Eastern Africa 12S-18N 22E-52E
Southern Africa 35S-12S 10W-52E
Sahara 18N-30N 20W-65E
Southeast Asia 11S-20N 95E-155E
East Asia 20N-50N 100E-145E
South Asia 5N-30N 65E-100E
Central Asia 30N-50N 40E-75E
Tibet 30N-50N 75E-100E
North Asia 50N-70N 40E-180E
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Supplementary Table 2: Parameters Perturbed in the Ensemble

The parameters which were perturbed in the ensemble analysed herein.

Component of GCM
Parameter Description/Process Affected
physics
Vil Large scale cloud Ice fall speed
Ct Large scale cloud Cloud droplet to rain conversion rate
Cw Large scale cloud Cloud droplet to rain conversion threshold
RHcrit Large scale cloud Threshold of relative humidity for cloud
formation
EACF Large scale cloud Cloud fraction at saturation
EntCoef Convection Entrainment rate coefficient.
Scales rate of mixing between environmental
air and convective plume
Ice size Radiation Effective radius of cloud ice spheres
Non-spherical ice | Radiation Parameters allowing for non-spherical ice
particle particles in the radiation scheme
parameters
Alpham Sea Ice Albedo at melting point of ice
Dtice Seaice The dependence of sea ice albedo on
temperature




Supplementary Table 3: Parameter Values and Perturb

24

ation Codes

The identification code of each simulation included in this analysis is listed in supplementary

table 5. Also listed is a “perturbation code” which identifies the model version of that simulation,

i.e. the parameter perturbations which have been made. Each digit in the perturbation code

represents the values of a different parameter or parameter group; “1” is always the standard

value in the unperturbed model. The parameter values corresponding to each parameter code

digit are given here.

Value of this digit of the parameter code:
S ER PR P P

Parameter Parameter Corresponding Parameter values:
code digit
1% alpham - 05 |0.57 0.65
2" Ct 5e-5 | le-4 |4e4
3" Cw_land le-4 2e-4 | 2e-3

CW sea 2e-5 5e-5 | be-4
4" dtice 10 |5 2 <0
5" EACF 0.5 [0.7:0.6 |0.8:0.65
6" entcoef 0.6 3.0 |90
7" Non-spherical ice

particle parameters:

i_cnv_ice_lw 1 7

i_cnv_ice_sw 3 7

i_st ice_sw 1 7

i_st_ice_sw 2 7
8" ice_size 25e-5 | 3e-5 | 4e-5
o" rherit 0.6 0.7 |09
10" vfl 0.5 1.0 |20
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Supplementary Table 4: Regional, Seasonal Changes by 2090.

The predicted distribution of change in 8 year mean model climate by the 2090s for all regions
and seasons in which the correlation coefficient with T is 0.8 or greater. The 5-95% range is
presented for the A1F1 and the halved-by-2050 scenarios used in Meinshausen et al. 2009.
Note: The 0.8 cut off is applied only as an indication of potential relevance of the relationship.
The numbers in this table should be interpreted in the light of the judged relevance of the

associated relationship in the plots in supplementary figure 1.

Halved-by-2050 |A1F1
c Q
5 S s
= 0 .8
o 3 g | 5% 95% 5% | 95%
14 n >
Australia DJF T 0.95 3.85| 3.05 7.25
Australia MAM T 0.85 3.85| 3.05 7.55
Australia JIA T 0.65 3.15| 2.45 6.45
Australia SON T 1.05 405 | 3.35 7.75
Australia Annual | T 1.05 3.65| 3.15 7.25
Amazon_Basin DJF T 0.25 455 | 2.05 8.45
Amazon_Basin MAM T 0.65 495 | 2.85 9.25
Amazon_Basin JJA T 0.55 545 | 2.75 9.85
Amazon_Basin SON T 0.85 5.15| 3.15 9.75
Amazon_Basin Annual | T 0.75 495 | 2.85 9.25
Southern_South_America DJF T 0.25 275 | 1.65 5.75
Southern_South_America MAM T -0.05 295 | 1.25 5.85
Southern_South_America JJA T 0.35 3.15| 2.15 6.45
Southern_South_America SON T 0.25 295 | 1.95 6.25
Southern_South_America Annual | T 0.35 285 | 1.85 5.95
Central_America DJF T 0.45 3.05| 3.55 7.55
Central_America MAM T 0.95 3.65| 3.95 8.35
Central_America JIA T 1.05 425 | 4.15 9.15
Central_America SON T 0.95 3.65| 3.65 8.05




Central_America Annual | T 1.05 3.45 | 3.95 8.15
Western_North_America DJF T 0.25 455 | 3.65 9.85
Western_North_America MAM T 0.05 3.65| 3.55 8.75
Western_North_America JIA T 1.25 485 | 5.95 11.95
Western_North_America SON T 0.75 405 | 4.75 10.15
Western_North_America Annual | T 0.95 4.05| 4.75 10.05
Central_North_America DJF T -0.35 595 | 5.25 13.25
Central_North_America MAM T 0.35 5.35| 5.05 11.85
Central_North_America JJA T 0.85 6.95| 6.55 15.05
Central_North_America SON T 0.15 5.65| 4.45 12.05
Central_North_America Annual | T 0.85 5.45 | 5.85 12.65
Eastern_North_America DJF T 0.35 465 | 5.15 11.25
Eastern_North_America MAM T 0.75 415 | 4.65 9.75
Eastern_North_America JIA T 1.05 4.05| 5.15 10.15
Eastern_North_America SON T 1.05 4.05| 4.95 9.85
Eastern_North_America Annual | T 0.95 4.05| 5.15 10.15
Alaska DJF T 0.05 9.65| 6.45 18.55
Alaska MAM T -0.35 515 | 4.45 11.95
Alaska JJA T -0.65 3.65| 1.55 7.25
Alaska SON T 0.55 575 | 6.85 14.45
Alaska Annual | T 0.55 555 | 5.45 12.85
Alaska MAM Pr -25.5 40.5 | -19.5 54.5
Alaska SON Pr -15.5 39.5 -15 61.5
Alaska Annual | Pr | -12.5 325 25 56.5
Greenland DJF T 0.35 7.25| 6.15| 16.05
Greenland MAM T 0.35 5.05| 4.65| 11.15
Greenland JJA T -0.25 3.15| 235 7.15
Greenland SON T 0.05 475 | 475 | 1145
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Greenland Annual | T 0.55 495 | 485 11.35
Greenland DJF Pr -4.5 265 | 165 57.5
Greenland MAM Pr -0.5 255 | 195 52.5
Greenland SON Pr -2.5 245 | 195 53.5
Greenland Annual | Pr 1.5 20.5| 225 49.5
Mediterranean_Basin DJF T 0.85 415 | 4.85 9.95
Mediterranean_Basin MAM T 0.95 3.95| 4.75 9.65
Mediterranean_Basin JJA T 1.15 5.45 | 5.65 12.35
Mediterranean_Basin SON T 1.05 425 | 4.65 9.95
Mediterranean_Basin Annual | T 1.15 405 | 5.15 10.15
Northern_Europe DJF T 0.55 585 | 6.85 14.45
Northern_Europe MAM T 0.15 4.65 | 5.05 11.65
Northern_Europe JJA T -0.05 425 | 3.45 9.45
Northern_Europe SON T 0.15 415 | 4.05 9.95
Northern_Europe Annual | T 0.35 445 | 4.95 11.15
Northern_Europe DJF Pr -5.5 335 | 225 70.5
Western_Africa DJF T 0.85 3.95| 2.95 7.75
Western_Africa MAM T 1.05 415 | 3.25 8.05
Western_Africa JJA T 0.75 425 | 2.35 7.55
Western_Africa SON T 0.45 425 | 2.05 7.45
Western_Africa Annual | T 0.85 415 | 2.75 7.65
Eastern_Africa DJF T 0.65 425 | 2.65 8.15
Eastern_Africa MAM T 0.85 455 | 3.25 8.95
Eastern_Africa JJA T 0.65 5.06 | 2.55 8.85
Eastern_Africa SON T 0.45 5.05| 2.25 8.65
Eastern_Africa Annual | T 0.85 465 | 2.75 8.55
Southern_Africa DJF T 0.85 3.15| 2.65 6.45
Southern_Africa MAM T 0.95 3.35| 3.05 6.95
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Southern_Africa JJA 0.85 3.25 | 255 6.55
Southern_Africa SON 0.95 3.45 | 2.75 6.85
Southern_Africa Annual 0.95 3.25| 2.75 6.65
Sahara DJF 0.75 3.85| 3.85 8.85
Sahara MAM 1.25 445 | 5.05 10.25
Sahara JJA 1.35 535 | 5.55 11.55
Sahara SON 1.25 475 | 4.95 10.55
Sahara Annual 1.35 435 | 4.95 10.05
Southeast_Asia DJF 0.65 3.15| 2.85 6.65
Southeast_Asia MAM 0.65 3.35| 2.65 6.65
Southeast_Asia JJA 0.75 3.45 | 2.65 6.75
Southeast_Asia SON 0.75 3.55 | 2.95 6.95
Southeast_Asia Annual 0.75 3.35 | 2.75 6.75
East_Asia DJF 0.65 415 | 5.65 11.15
East_Asia MAM 0.75 3.95| 4.65 9.65
East_Asia JJA 0.95 3.95| 5.25 10.25
East_Asia SON 0.95 3.65| 4.95 9.65
East_Asia Annual 0.95 3.85| 5.15 10.05
South_Asia DJF 0.75 445 | 4.05 9.25
South_Asia MAM 0.95 415 | 3.75 8.55
South_Asia JJA 0.45 465 | 2.45 7.75
South_Asia SON 0.75 485 | 3.75 9.25
South_Asia Annual 0.85 445 | 3.55 8.55
Central_Asia DJF -0.05 465 | 5.05 11.75
Central_Asia MAM 0.45 5.35| 5.55 12.45
Central_Asia JIA 1.35 535 | 6.35 13.05
Central_Asia SON 1.15 455 | 5.35 10.95
Central_Asia Annual 1.45 475 | 6.25 11.95
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Tibet DJF T 1.05 575 | 6.55 13.65
Tibet MAM T 1.05 5.25 | 5.45 11.75
Tibet JJA T 1.25 5.25| 5.65 11.95
Tibet SON T 1.15 495 | 5.85 11.95
Tibet Annual | T 1.45 495 | 6.05 12.05
Tibet MAM Pr -15.5 315 -115 40.5
North_Asia DJF T 0.25 6.35| 6.35 15.25
North_Asia MAM T -0.25 485 | 3.75 10.95
North_Asia JJA T -0.95 475 | 1.75 9.35
North_Asia SON T 0.35 465 | 4.75 11.45
North_Asia Annual | T -0.05 475 | 4.25 11.35
North_Asia DJF Pr 15 46.5| 315 90.5
North_Asia MAM Pr -1.5 325 | 205 64.5
North_Asia SON Pr -0.5 255 | 16.5 49.5
North_Asia Annual | Pr 15 235| 215 52.5
Antarctica DJF T -0.25 2.85| 0.75 4.85
Antarctica MAM T -0.35 515 | 1.75 8.85
Antarctica JJA T 0.15 595| 3.05| 10.85
Antarctica SON T 0.25 425 | 2.65 8.15
Antarctica Annual | T 0.35 435 | 2.35 8.05
Antarctica DJF Pr -15 26.5 3.5 41.5
Antarctica MAM Pr 15 28.5 55 45.5
Antarctica JIA Pr -0.5 355 | 125 62.5
Antarctica SON Pr -5.5 28.5 0.5 44.5
Antarctica Annual | Pr 0.5 27.5 6.5 47.5
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Supplementary Table 5: List of simulations and pert urbations

The run ids for all simulations are listed along with the perturbation code identifying how
parameters have been perturbed. This table can be found in

supplementary_information_table_5 simulations.xls
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