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Abstract

National governments are considering increasingndipg on greenhouse gas
mitigation R&D by billions of dollars per year atteme when many nations face
severe fiscal austerity. This study investigategpiecally whether it is realistic to
expect market-based environmental policy instrusietd stimulate a lot of
environmental R&D spending on their own. The hyesis developed is that
increasingly market-based forms of environmentagulation might bring a
conditional reduction in the level of environmenR&D spending, all else being
equal; and that increasingly market-based apprcatheclimate mitigation policy
may not necessarily induce the large amounts oir@mwental R&D spending that
some corners of the induced innovation literatuightnpredict. The hypothesis is
tested using panel data on environmental R&D spenftir 30 industry groups over
22 years. The evidence suggests the degree tdhwingc prevailing policy regime
embraced market forces may have diminished the R&iDvating effect of the
environmental regulatory burden. This implies ttheg quest to raise environmental
R&D spending may be a good thing in its own rigiitd that the quest to incorporate
market principles and institutions into environnanpolicy design may also be a
good thing, but that market-based policies may tnde the incentives that firms

have to invest in environmental R&D.



Outline

R o1 o ¥ Tt A o o PP 6
2. Theory and NYPOtNESIS .......iiii i e e e enaeeeeaeas 8
I I =30 0] o T Lo =T o g =Yoo 1S 15
A, EMPINCaAl MOUEL...... e 16
b. Dependent variabIe............ooo o 17
(o o [T o T=T a0 [T oL MY 7= T4 F= o] =P 22
0. REQIESSION MESUILS .. .uuuiiiii i e e e e e e e e e e e e e e e e e e eaa s as 25
4. Analysisand CONtITDULIONS ........cooiiiiiiiiiii e e e e e e 29

ST 2 (= (= = (¢ =TT TP RTRPRPRRR 31



1. Introduction

A large increase in research and development (R&d@nhding for greenhouse
gas (GHG) control is one element being proposed dopost-Kyoto climate
stabilisation framework (Atkinson et al. 2011; Hoff et al. 2002; Mowrey, Nelson
and Martin 2009; US National Academy of Science82@rins and Rayner 2007,
Prins et al. 2010; Rees 2006). One proposal ®fu8 involves scaling-up climate-
related R&D spending to the levels that were ircelander the Manhattan Project
during the 1940s (Mowrey, Nelson and Martin 20093nother proposal involves
increasing US federal spending on clean energy R&B four billion to 25 billion
dollars annually for a decade or more (Hayward.e2@L0). Another involves raising
R&D spending for GHG abatement technologies to teligiion dollars per year for
the next nine years (Newell 2008). In Europe,ltive and volatile price of emission
permits under the Emission Trading Scheme (ETS$ do¢ appear to be inducing as
much clean energy technology development and depay as policymakers might
like. This has led to calls in Europe for greatablic support for climate mitigation
R&D and accelerated technology development thrdRgb tax credits, direct public
spending on basic R&D and, in the UK, the introducttof a CO2 emissions floor
price (Delbosc and de Perthuis 2009; HMT and HMR®@. 12 Nordhaus 2011;
Hepburn and Stern 2008).

These proposals tend to be justified by the ideat ttven under an
environmental policy instrument that puts a pricetbe environmental externality,
like the EU ETS, firms will still under-invest e activities that create the technical
knowledge needed for low-cost GHG abatement. Ummdesstment occurs because a
large share of the returns from R&D of any typé@neke-related or otherwise, tends
to accrue to society rather than to the firms mglhe investment. This means that
the returns to R&D are almost never fully privatagpropriable (Antonelli 2002;
Hall and Van Reenen 2000). Since markets aloneotloeward firms sufficiently for
investing in R&D due to these positive externadifithe argument goes, governments
should intervene with policies like carbon pricepports and subsidies to climate-
related R&D to correct the externality.

This study investigates, empirically, the effecttthmarket-based policy

instruments like the ETS in Europe and the propasedon tax in the US (Nordhaus



2011) should realistically be expected to havehigirtown right on environmental
R&D spending levels. It tests the conditioningeetfthat greater orientation towards
markets as an institutional form for delivering eammental policy goals has had
historically on the R&D-motivating effect of the \@®ronmental regulatory burden. It
uses panel data from the US National Science FaiomdéNSF) covering 22 years
and about 30 industry groups. It is argued thatléimgth and placement of these 22
years gives enough variation in the degree to wthehpolicy regime embraced the
principles of markets to test the conditioning effef orientation to markets on the
level of formal technical knowledge creation bynfs for the specific purpose of
abating conventional pollutants.

The evidence suggests that, in the context of tBefdr the 22 years in
guestion, the more heavily policymakers relied @ing economic incentives to
motivate environmental compliance, the less of #pscific type of environmental
R&D firms chose to conduct per dollar of environrtia@megulatory burden. The NSF
data show that US industry in aggregate steadityedesed its level of environmental
R&D spending from about 1979 onward at the same tas increasingly market-
based forms of regulation were legitimising lesgioal forms of compliance and less
original forms of technical knowledge in complianc€o-occurrence is of course a
far cry from causality and various tests and rabest checks are performed of this
relationship.

One possible explanation for the result that ensefgam the preponderance
of these tests is that firms may have made greastepof informal technical knowledge
acquired elsewhere, from suppliers or competitaehaps, in place of producing
original knowledge through R&D of their own. Thigormally-acquired compliance
knowledge may have become increasingly permissilese under an increasingly
market-based policy regime. Informal ways of adggi knowledge may have
included learning by doing and using, gleaning kieolge from the patent record,
acquiring knowledge in the form of labour, imitafiknowledge-embodying practices
of competitors, buying knowledge embedded in newigggent, creating informal
knowledge through tinkering, purchasing technicdlueprints, and reverse-
engineering products and processes (Arrow 1962yreoeet al. 2001; Archibugi,
Howells and Michie 2003). These acquisition methatught have supplanted the

need for regulation-affected firms to conduct eowmental R&D of their own.



Through a detailed and critical reading of the th&oal literature on policy
instrument design and innovation, Section 2 argoasthere is not as much evidence
as might be expecteabainstthe hypothesis that increasingly market-based farfns
instrument design conditionally weakens the R&D-wmitng effect of the
environmental regulatory burden. Section 3 setsthg empirical, explains the
specific nature of the ‘environmental’ R&D datadd to the model, and presents the
regression results. Section 4 discusses the iatjits of this evidence for the
environmental technological change literature angblicy.

2. Theory and hypothesis

There is broad agreement that policy instrumentgdsesthat give firms
economic incentives to improve their environmengarformance are more
economically efficient than policy instrument desgthat do not (Downing and
White 1986; Hahn and Hester 1989; Jung, Krutillal @&oyd 1996; Kemp and
Pontoglio 2011; Magat 1979; Milliman and Prince 99Bopp 2010). This agreement
tends to break down around the question of whygctéxaeconomic instruments are
more efficient. The exact reasevhy economic instruments are more efficient is
important. If economic instruments are more efintibecause they stimulate firms to
deal with the environmental regulatory burden atng new formal knowledge and
technology through their own R&D, then subsidizthg creation of knowledge and
technology through R&D might be justified. ButaEonomic instruments are more
efficient because they stimulate firms to deal wvititd regulatory burden by imitating,
adopting and otherwise acquiring knowledge andneldyy that substitutes for the
need to perform formal R&D, then an R&D subsidyikely to be less effective and
possibly ineffective and wasteful.

The idea that economic instruments are efficienttlie first reason, because
they induce a large amount of knowledge and tedgyokreation through formal
R&D, is a relatively recent phenomenon. Orr (19&yued that the uniform
emission standards popular with governments iretlty 1970s should be abandoned
in favour of instruments like effluent taxes andrpigs. He reasoned that economic
instruments give producers incentives for ‘contisicand detailed technological
adaptation to the impacts on the environment ofvgro(442). He stated that one

criterion for evaluating the desirability of diffast policy instruments should be the



extent to which the instrument gives firms the tilpeto adapt their production
methods to the constantly changing price of inpimsiuding the changing price of
environmental inputs brought about by growth-indlicesource scarcity. Orr was not
arguing that economic instruments necessarily $dtaua great deal of R&D in
response to scarcity, but rather that they givadithe fullest possible leeway to adapt
to unrelenting and often unpredictable change. pfateon for Orr could include
R&D if the firm sees fit, but it could also incluaeany other forms of adaptation that
involve performing little or no R&D.

The studies that followed Orr comparing the efficg of different
instruments are inconsistent in the amount of trdwy give to formal R&D in
achieving pollution reduction outcomes under thstrimments. The conditioning
effect of the instrument design on the way thatypets respond to the environmental
regulatory burden is often not made explicit. Daowgnand White (1986) for example
looked at the effect of different instrument typ®s ‘innovation’. They found that
economic instruments give firms the most consitemidequate incentives to

innovate. They defined innovation as:

‘a discovery that will reduce the cost of contmadli emissions... [which] normally
involves an initial cost or investment (e.g., reshaand development expenses) and

then a subsequent cost reduction or saving ifrthevation is employed.” (1986: 19)

For Downing and White, ‘innovation’ meant much g@ne thing as R&D. Downing
and White attribute a significant part of the enaisseductions brought about under
economic instruments to R&D. This is inconsisterth what Orr was arguing. Orr
was arguing that economic instruments are efficggmiply because they give firms
the leeway to adapt to change in whatever way sacgsby whatever method.
Downing and White imply that economic instruments efficient because they give
firms the strongest incentive to positively ‘innt&athrough ‘e.g., research and
development’. However, there are many effectiveysvto innovate and undergo
change that do not involve performing R&D.

Adopting pollution control technology can be a noethof compliance that
involves less formal R&D than original inventivetiaity (Stoneman 2002; Popp
2006). Milliman and Prince (1989) modelled theeeffof the different instrument

types on total social gains from a broader progesslving invention, diffusion and a



ratcheting-down response by the regulator. In thige-stage process economic
instruments yielded the largest social gains bttt wicaveat: suppliers. Milliman and
Prince found that suppliers are special becausg dme not discharge emissions
themselves. Suppliers have very weak incentivgsetform R&D under economic
instruments because there is no control authoriggent to require polluting firms to
adopt the new control technology that suppliergmy The incentives suppliers have
to perform R&D under rigid instruments essentiallpllapse under economic
instruments (1989: 256). Milliman and Prince waneong the first to recognise that
economic instruments might actuallynderminenew innovation activity by some
types of firms insofar as innovation involves fotrR&D.

Jung, Krutilla and Boyd (1996) also found that emoic instruments are the
most efficient. Again it is important to look céully at the reason given for why
economic instruments are most efficient. JungtiKauand Boyd attribute efficiency
to the ‘development and adoption of advanced pohluabatement technology’ (95).
They model theeffectof this force as a decline in the marginal costabatement
faced by individual firms (see their footnote S)he cost decline is assumed to come
from the knowledge and technology created by thédRBat economic instruments
induce but the creation, accumulation and/or appba of knowledge through formal
R&D is not explicitly modelled.

Other theoretical work has suggested that econamtcuments in their own
right may not trigger very much new pollution almagmt technology adoption.
Malueg (1987) directly challenged the idea thateffeciency of permit trading rests
on the incentives it creates for firms to adopt neellution control technology.
Malueg’s key insight was that when a firm faceseaternal permit price set by
competitive market forces, this price can be so tloat it makes it uneconomical for
the firm to adopt new technology at all, since thest economical way to comply is
by buying cheap permits. Writing in 1987, thred frears before US lawmakers
created the SO2 permit trading program, Maluegipted that:

‘.. .since the demand for the more effectivdyimn abatement technology may fall
with the introduction of trading, it is possibleathinvestment in research and
development of new pollution abatement technologiey also fall after trading is

introduced.’ (1987: 56)



Here, Malueg predicts that environmental R&D spegdnight actually fall under a
permit trading program. This was almost exactlylime with what the empirical
evidence tells us actually happened after 1990 rutttke US SO2 permit trading
program (Popp 2002; Taylor, Rubin and Hounshell532@anyal 2007). The permit
trading program altered the incentives firms haghédorm R&D, both the quantity
and the nature of the problems the R&D was orietesblving. The new incentive
regime seems to have resulted in affected firm&ingutheir environmental R&D
spending levels significantly.

Other studies have found that economic instrumeats conditionally or
unconditionally lessen the role that R&D plays e tcompliance process. Dreisen
(2003) argued that permit trading leads the firnith ihe very cheapest abatement
opportunities to exploit these opportunities withoutine’, ‘off-the-shelf, and
‘adequate’ technology of the type that already texiand does not need to be
developed anew through R&D. Complying in this wdoes little to push out the
technological frontier in pollution control techogly, he argued (2003: 10098-
10101). This is because the firms that exploits¢h@pportunities using routine
technologies then sell the permits at prices tinaieumine other polluters’ incentives
to develop or adopt new technology. Similarly, rRalPizer and Fischer (2000)
compared the welfare gains from two policy optibmsdealing with a hypothetical
pollutant: (a) large-scale investment in R&D tonlgridown the cost of abatement; or
(b) implementing a policy that simply corrects teeternality. Parry, Pizer and
Fischer found that the welfare gains from R&D aneidally smaller (in the authors
words ‘perhaps much smaller’ (2000:15)) than thmg&om simply correcting the
externality. The reason is that it takes a longetand a great deal of R&D spending
to accumulate enough knowledge to substantiallyelothe cost of abatement.
Further, in the original DICE model, Nordhaus (1p9dvestigated where GHG
emission reductions are likely to come from over tiext 100 years. Nordhaus found
that some of the largest reductions are likely aane from global energy demand
reduction and fuel switching from coal to naturakgrather than from radically new
forms of energy generation or pollution control.

So far this analysis has looked critically at tbkerthat formal environmental
R&D plays in the environmental compliance procesdeun instruments which utilise

price signals and incentive#t has been critical of the strength of the rolattformal



R&D for pollution control plays in this process,tmaf the efficiency of market-based
instruments themselves.

The empirical focus of this paper is on conventiggudlution emission control
in the United States. US regulators have reliecreimsingly on price signals,
incentives, competition and market-based forms mfawisation in the design of
policy instruments in this sphere during the laBtyéars. The extent to which the
environmental policy regime embraces market foozesbe thought of in terms of the
amount of control that a regulator gives to firmpslluters and suppliers both, and to
the market institutions that they are embedded tin,direct the way that the
environmental policy aim set out by the regulatoachieved. The regulator can turn
over control in at least four different ‘dimensioresf environmental policy: the
temporal dimension, the spatial dimension, the betwfirm/between-facility
dimension, and the abatement method dimension.tr&hsfer of control in these four
dimensions in the US during the last 40 yearslustilated through the policy design
changes toward conventional emissions from autole®laind toward sulphur dioxide
emissions from electric power plant3hese two sources account for 84 per cent by
weight of all regulated air pollution emissionstire US between 1970 and 20&xtd
S0 may not be unrepresentative of a more genepalrence (US EPA 2008).

With respect to automobile emissions, in 1970 ragus directed the
automobile manufacturers to reduce carbon monof@f®), hydrocarbon (HC) and
oxides of nitrogen (NOx) emissions from all the neshicles they sold in the US by
90 per cent by model year 1976 (US Congress 19&@z&k2001). In the ‘temporal’
dimension regulators gave polluters a fixed peabfive years to meet the reductions
and threatened to impose very large non-compligecalties if the deadline was not
met. In the ‘spatial’ dimension regulators reqditbe automobile manufacturers to
sell 90 per cent cleaner vehicles both in majaesitvith intense ambient air quality
problems and high damage costs, and also in regakavith no significant air quality
problems and low damage costs. Regulators all@adst no latitude for the degree
of reductions to vary across space. In the ‘betwfeen’ dimension, virtually every
vehicle from every automobile manufacturer had teemthe standard. Neither
within-company fleet-averaging nor between-companyission credit trading was
allowed in the early days (White 1976). In the dmment method’ dimension
regulators strongly encouraged the automobile nzantufers to meet the standards by

developing stand-alone pollution control technologige catalytic converters



(Bittlingmayer 1987; Goldstein and Howard 1980; U8ngress 1970; US Congress
1977).

There is considerable evidence of a move towarckebdorces along all four
of these dimensions in the overhaul by Congresautdémobile pollution control
policy in the 1990 Clean Air Act Amendments. I tiemporal dimension regulators
required that new exhaust pipe emission standazdsdt through two smaller step
changes, with deadlines in 1994 and 2004, ratteer through one big step change by
a single date. In the spatial dimension policymskeaote into the 1990 Amendments
a provision that allowed the automobile manufactite differentiate the vehicles
they produced for California, and for the other sttes. This introduced spatial
differentiation by only requiring the vehicles magtthe most stringent standards (the
so-called ultra-low emission vehicles (ULEVs) amilazemission vehicles (ZEVS)) to
be sold in California, where the damage costs wererally highest. In terms of
abatement methods, Congress included a ‘fuel rgwytrarovision in the 1990
Amendments that let the automobile manufacturessgdeUJLEVs and ZEVs around
virtually any clean alternative fuel or fuel comaiion they chose. This left market
forces to decide the most economical clean fuelthé inter-firm dimension the 1990
Amendments set out new requirements on the colfibemzene) and characteristics
(volatility) of fuels for the most heavily pollutedegions in the country. The
legislation created a program allowing oil companfeel importers, fuel refiners and
fuel blenders to earn tradable credits for excegthie mandatory fuel specifications.

A similar move toward market principles and poli®gime flexibility is in
evidence in the case of sulphur dioxide contromfrelectric power plants. The 1970
CAA Amendments stated that any new fossil fueldfib®iler proposed to be built in a
heavily polluted area could emit no more than Jo@rls of SO2 per million British
thermal units (MMbtu) of heat input (US Congres3@;9Reitze 2001). This standard
was fixed and largely inflexible. Any firm propogi a new boiler or plant expansion
that did not meet this standard in a heavily peliuarea would be denied planning
permission by the planning authority. In termsabatement methods, regulators also
set out rules that more or less required new amédreking plants as well as some
existing plants to meet the standard by installilug gas desulphurisation units.
Regulators put these requirements in place eveagthanany utilities would have
preferred the cheaper and simpler abatement methbdrning lower-sulphur fuels

like lignite coal and natural gas (Joskow 1998).



By the late 1970s regulators had begun to allow aed expanding power
plants to comply with the emission standards inirameasingly wide and flexible
range of ways (US EPA 2001; US congress 1977)thénbetween-firm dimension,
the ‘offset mechanism’ introduced in the 1977 CAMéndments allowed new and
expanding plants to be granted planning permis#idhey were able to purchase
sufficient emission reduction credits (ERCs) frorisgéng sources to offset the new
emissions caused. Also within firms, ‘netting’ eslintroduced in 1980 allowed new
and expanding plants to avoid triggering the 1.2 bMstandard as long as they
could keep net facility emissions below the trigteeshold. They could do this for
example by decreasing emissions from elsewheréansame facility at the same
time. ‘Bubbling’ came into practice in 1980. Thkerm ‘bubbling’ means that a
facility with several emission points, like a pdééwam refinery, could apply to the
EPA to treat all their emission points togetherifathey were subject to a single
aggregate limit. In the temporal dimension, regukabegan allowing plant operators
to ‘bank’ emission reductions from the late 1978anking let plant operators save as
credits the surplus emission reductions they eainetbw abatement cost time
periods, and apply these later in high abatemerdt d¢one periods. The
Environmental Protection Agency (EPA) formalisea ttules for offsets, netting,
bubbles and banking in its 1986 Final Emission gdPolicy Statement (US EPA
1996; 2001). In the abatement method dimensi@n$Sth2 permit trading program set
up in 1990 more or less eliminated the regulatpreference for scrubbers that was
built into the prior, more rigid framework. Tradined to many plant operators
abandoning flue gas desulphurisation for a rangeotbér lower cost abatement
methods including fuel switching and load shifting.

In these two examples, the regulators’ approacsetiing rigid timelines for
compliance tended to give way to staged or nedetiimelines. This flexibility
removed some of the constraints on firms that wdwde prevented them from
complying in the way that market forces might dieta Regulators tended to move
from a position of insisting on emission standardfarmity across space toward
allowing firms to vary their abatement strategiesoas geographic space and across
individual establishments and pollution points untihee aegis of a single firm. The
authority to decide what constituted an acceptédténical approach to controlling
pollution tended to shift away from the regulatoaythority toward the firms

themselves and the market forces that shapedrthe’ fibehaviour.



Taken in combination with the critical review ofetlole that formal R&D
plays in outcomes under market-based instrumenéset policy examples motivate
the hypothesis tested empirically in the next secti The hypothesis is that one
reason for the efficiency of market-based instruménthat they give polluting firms
implicit permission to avoithe most expensive forms of compliance, that theylds
otherwise be required to undertake under inflexibégulation, including the
requirement to perform expensive and unnecessapwledge and technology
creation activities through formal environmental B& Market-based instruments
may derive some of their efficiency not so muchnfrthe fact they induce a lot of
new formal knowledge and technology creation farimmmental protection through
R&D, but because they give firms a way out fromihguo perform unnecessarily
expensive searches for knowledge and technology wiexpensive low- or no-R&D
techniques already exist.

Hypothesis: The degree to which the environmenéity regime embraces
market-based design principles conditions the effeat the regulatory burden has on
the level of environmental R&D spending. The ntbeepolicy regime allows firms
and market forces to direct how the regulatory riegment is dealt with, the lower

the level of environmental R&D affected firms wilbose to perform.

3. Empirical approach

The hypothesis is tested in the context of the stril environmental R&D
performed in the US during the period 1972-199he model is fitted to data from
the NSF’s Industrial Research and Development in&tion System (IRIS) database
and from the US EPA’s Pollution Abatement and GalniPAC) expenditure reports.
All of the environment-related data were gathergdNBF and EPA under a common
conceptual and statistical framework for measurihg economic impact of
environmental programs in the US (see Cremeans 1687& discussion of this
framework). The dataset contains repeat obsenatwer 22 continuous years for 30
two- and three-digit industry groups (SIC 20-39he NSF and the EPA stopped
gathering the environmental R&D data after the a®&0s which is why the time
series stops at 1994 (NSF 1999a). All spending dakd in the estimations were
deflated to real 1992 dollars using the BEA'’s fisgaar GDP price index. An



interaction strategy is used to test the conditigreffect of the degree to which the
prevailing environmental policy regime embraced kaauprinciples in its design, on
the slope of the relationship between PAC expergliand environmental R&D

expenditure.

a. Empirical model

In the reduced form model the level of environmkeR&D expenditure is

regressed on a vector of independent varialleglus a classical error term:

y=utpl+e

The first variable of interest in the vectdrmeasures the level of regulatory
burden as annual (PAC) expenditure. Also of irsiene vectorZ is a set of period
dummies. These dummies are used as rough indcafdhe degree to which the
policy regime prevailing at the time that the PAMenditure was made was market-
based. In the estimations, two of the time pedachmies are separately interacted
with PAC expenditure. These variables are disalissdetail below.

The interaction strategy of PAC expenditure witle thegime dummies
captures the forces that shape the incentive titmas fhad to perform environmental
R&D more completely than either variable would mown. The PAC expenditure
variable measures thevel of the regulatory burden but contains no informmaibout
the legal restrictions that the prevailing poliggime placed on how firms were
allowed to deal with the burden. On the other hahe policy regime dummies are
expected to contain information about how firms evallowed to deal with the
regulatory burden, but they do not contain infoioratabout the level of the
regulatory burden itself. The interaction impleitsethe test of the hypothesis that the
degree to which the prevailing policy regime embsamarket principlesonditions
the amount of environmental R&D that is performadresponse to a given PAC
burden PAC expenditure is expected to exert a posigffect on the level of
environmental R&D expenditure in an unconditionalationship. When PAC
expenditure is interacted with the dummy for thespnce of the market-based policy

regime, PAC expenditure is still expected to exeqositive effect on the level of



environmental R&D expenditure, but it is expectedttits effect will be diminished
by the conditioning effect of the regime.

Industry fixed effects control for unobserved tigmstant variation in the
level of environmental R&D expenditure specificsi@ch industry group. Unobserved
time-constant variation might arise from the diffier levels of opportunity for
technological progress available in Drugs and medicompared to Textiles and
apparel, for example. Technological gains arelyiki® be more difficult and
expensive in less dynamic industries (Jaffe ananPall997; Fung 2004). With

industry fixed effects the model takes the form:

Vit=uit fZit+ oi + iy

wherei denotes industry group,year,u the intercepta the industry group-specific
fixed effect, ande the error term capturing residual heterogeneifydenotes the
independent variable coefficients to be estimated.

The model is estimated in log-linear functional nior The log-linear
specification gives the fit with the most homosadaerror distribution. This was
based on a comparison with a log-log specificatibvere all continuous independent
variables were logged; a log-log specification vehenly the independent variables of
interest were logged; a linear-linear specificatidrere no variables were logged; and
a linear-log specification where all independerniatdes were logged. The log-linear
form also gave the highest within-R-square valu¢heffive functional forms (.234).

The full empirical model takes the form:

(InN)Environmental R&D spending = x + P1PAC spending +
p-Mixed policy regime dummy pBsMarket-based regime dummy
[BsPAC x mixed policy regime dummpy+ [ fsPAC x market-based
regime dummy + peYear + p;Employment; + SsOrdinary R&D

spending; + &

Each variable is discussed in turn.

b. Dependent variable



The dependent variable tstal spending on pollution abatement R&D by
private industry and the federal government condhinéfhe model estimates the
combined level of company and federal pollutiontatreent R&D together because
private industry is expected to have heavily inficed the level of federal R&D
spending and the way that this kind of R&D was eartedd (NSF 2002). Sperling
(2001: 253) for example found that the federal goreent channelled 2/3rds of a 300
million federal R&D program to develop cleaner amtbiles in the early 1990s
directly to three major US automobile manufacturamsl to automotive supplier
companies. The automotive industry performed B8 on behalf of the federal
government. Also, during the 1970s and 1980s vi#eA’s Office of Research and
Development was developing flue gas desulphurisagehnology for power plants,
it performed much of its R&D in the field at elactwitilities like the Tennessee
Valley Authority (Cole 1997; EPA 1995). Field raseh put the federal R&D effort
in direct contact with the pollution control probie industrial facilities were facing.
It demonstrated the real world viability of the hieology to would-be users in
industry.

Since the main interest is to understand the détemrts of private sector
environmental R&D activity, a control for the praese of federal R&D activity in the
dependent variable is later included in a robusticbgck.

‘Pollution abatement R&D’ has a very specific meanin the context of the
NSF questionnaire used to gather the data. Itsimgaests in turn on the meaning of

‘pollutants’. Pollutants means:

‘...all the classes of measurable agents (forms dfemar energy) that are discharged
to common-property media from a government or markkated activity so as to

cause loss of welfare to a human receptor.” (Ceard 977: 102)

The dependent variable therefore includes R&D fontiwlling pollution
emissions to any environmental medium (air, waterd, other) from automobiles,
electric power plants and manufacturing facilitiésincludes pollution in the form of
solid waste, heat, noise or radiation. It onlyludes R&D for the purpose of
eliminating the emission of pollutants to ‘outsitthe firm’s property or activities’ as
through R&D aimed at prevention, treatment or réngc(NSF 1999c: 10). Pollution
abatement R&D explicithegxcludeR&D for the purpose of improving environmental



aesthetics; improving equipment durability; congeg\energy or natural resources; or
for increasing employee comfort, health or saf&igf 1999c: 10-11).

The dependent variable also avoids the ‘dual useblpm (Tucker 1994;
OECD 1999) that tends to hamper empirical enviramaletechnological change
research. The NSF questionnaire instructs respiside separate out R&D spending

for pollution abatement from R&D spending for otlpeirposes:

‘If the only purpose of the R&D spending is pollutiabatement, include the total

expenditures on the project. If pollution abatetrieronly one of several purposes,
report only the R&D costs associated with pollutadratement. When the separation
of joint costs is not feasible, include the tot&MRcosts for a project if the purpose is
primarily (more than 50 per cent) for pollution gdraent.” (NSF 1999c: 11)

The dependent variable therefore mitigates the dslproblem by instructing
respondents to report their R&D spending based hen d&im that they had in
undertaking the R&D. The purpose of R&D is knownlyoby the respondent. If the
respondent had pollution abatement as well as wdotjpn abatement aims, then
they should have reported only the part for padlitabatement. With patents by
contrast it is very difficult to know with this leVof precision the reason the inventor
had in mind for undertaking the inventive actiuityat led to the patent.

This is a more specific definition of the idea ehvironmental R&D’ than has
been used in some prior environmental innovatiamdies. Brunnermeier and
Cohen’s (2003) dependent variable, environmentalteption patents, included
patents on inventions related to renewable formerargy production as well as
patents on inventions for controlling pollutionn the NSF data, R&D activity for
renewable forms of energy would have be&oludedf the purpose of the R&D was
to create a new energy supply source and not tte gii@lution. Horbach (2008)
defined ‘environmental innovation’ as any firm'daet to develop a new product as
long as that firm belonged to the ‘environmentattse. Horbach determined
membership in the environmental sector by the Bramiswer to the question: ‘Does
your firm offer goods or services related to theuation of environmental impacts?’
(2008: 167). Many firms could be inclined to resg@oto this question in the
affirmative. Arimura, Hibiki and Johnstone (20@&fined environmental innovation

to included R&D for ‘environmental conservation’ dan‘environment-related’



purposes, but a more precise meaning is not giveim. the present study,
operationalizing environmental R&D as ‘pollutionaadment R&D’ makes it more
likely that the R&D activity that is being observad the dependent variable is a
response to pollution control regulation specificahs opposed to a response to other
R&D-inducing factors, like energy prices.

When environmental R&D is defined this way a treecherges in the
dependent variable. Figure 1 shows that privatkijpan abatement R&D spending
increased during the 1970s to a peak of about flhorb(real 1992) dollars per year.
Spending then gradually decreased during the 1B8fise declining sharply around
1990. Federal pollution abatement R&D shows sonag¢\ess variability. In contrast
to private R&D for pollution abatement, private R&ar all other ‘ordinary’ purposes
(private R&D spending minus that for pollution adraent) increased steadily during
the same period. Pollution abatement R&D is regairst the left axis and ordinary
R&D against the right.



Figure 1: R&D for pollution abatement and all other ordinary purposes (millions
1992 USD)
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emission of pollutants to outside a firm’s propestyactivities as through R&D aimed at prevention,
treatment or recycling. Ordinary R&D is for allnposes, minus pollution abatement R&D.

Pollution abatement R&D spending can also be bro#tewn by industry
group. In Figure 2 the trends in Industrial cheatscPetroleum refining and Primary
metals broadly reflect the aggregate decline. K dther hand spending by the
Machinery industry group began to increase arobeddte 1980s/early 1990s.

Figure 2: US pollution abatement R& D spending by industry group (millions
1992 USD)
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combined, for selected industry group. Pollutidsatament R&D includes R&D for controlling
pollution emissions to any environmental medium, (@ater, land, other).

The spending trend for the Machinery industry graug-igure 2 might be
interpreted as follows: the transition toward momearket-based forms of
environmental regulation altered the early R&D gpeg distribution across industry
groups that had formed under previous forms of leggun that did not embrace
market principles. Under the earlier ‘dirigistelgy regime, industry groups were
straight-jacketed into performing their own R&D hewer efficient or inefficient the
return to that effort might have been. Under thixeoh and fully market-based
regimes, inefficient R&D may have uprooted from sonmdustry groups and
relocated to others where cheaper technologicalsgai abatement could be had for

the same effort, for example upstream in the supip&yn.
c. Independent variables
The degree to which the prevailing policy regimeswasigned around market

principles is captured byime period dummiegeflecting what are considered to be

three broad policy regimes that were in place eWs between 1973 and 1994. The



three periods are demarcated by the major chahgésvere made to automobile and
power plant emission control policy through theal&\ir Act Amendments of 1979

and 1990. The detailed nature of the shift towarice signals, incentives, trading and
competition during the period 1972 — 1994 was desdrin detail in Section 2. The

degree to which air pollution policy was designeduad market principles is not

perfectly representative of the extent to whichigoltoward all pollutants was

designed around market principles, but air pollutthd account for the majority of

conventional pollution emissions by weight in th8 during the period as well as the
majority of PAC spending (EPA 2001; US Departmdnfommerce 1993).

The ‘dirigiste’ policy regime is represented by exripd dummy for the years
1973-1979, the ‘mixed’ regime by a period dummy1I880 — 1988, and the ‘market-
based’ regime by a period dummy for 1989-1994. Maeket-based regime starts in
1989 and not 1990 because Taylor et al (2004) stigigat firms probably anticipated
the arrival of the 1990 Amendments somewhat thrailghunsuccessful ‘attempts’
that the US senate made to pass similar billslavo The dirigiste regime is the base
category. The coefficients on the interaction &are interpreted as the conditioning
effect of the flexible and market-based regimeatiet to the rigid regime.

Other studies have used an interaction strateggruincked effects where one
of the constituent terms is a time period. Velha &/erbeek (1998) interacted the
level of formal education of male wage earners wéahr dummies to test whether the
effect of education on wages changed over timeso Alsing individual fixed effects,
Allison (2009) tested whether children’s antisodihaviour levels changed over
time by interacting the age of the individual chéld with year dummies. In this
paper, the policy regime variable varies over timeghe same way that the year
dummies do in these studies, except the policynteglummies involve longer time
periods of seven, nine and six years respectively.

The second constituent term in the interactiotoial PAC expenditure PAC
expenditure measures the level of expenditure lgh eaadustry group to abate
emissions to all four environmental media: air, avasolid waste and ‘other’. It
includes treatment, collection/disposal, waste misation, source reduction and

recycling. PAC expenditure explicitly excludes pollution albba¢at R&D spending



(US Department of Commerce 1993). PAC expendituthe sum of PAC capital
expenditure and PAC operatigxpenditure. PAC expenditure is lagged by three
years based on Popp's (2002: 9) finding that enezglgnology patenting activity
responded to energy price changes with a lag ofitaBd@ years (2009: 9) and Jaffe
and Palmer’s finding that ordinary R&D spendinghe US responded positively to a
moving five year average of PAC operating expemdi{@997: 614).

Employment is domestic employment of R&D-performing companies
measured in thousands of employees. It is usednasidustry scaling variable
following Jaffe and Palmer (1997) to preclude spusi correlation between PAC
expenditure and pollution abatement R&D expendibhased on industry size.

Ordinary R&D spendings total industrial R&D spending net of the portion
devoted to pollution abatement R&D, in millionsl&92 dollars.

Yearis a linear time trend capturing all extraneousetimked influences on
pollution R&D spending. This is consistent withetlway that the sources of
‘autonomous’ technological advance were modelladrpio the emergence of the
endogenous technological change literature (Norsii®94; Popp 2004; Gillingham,
Newell and Pizer 2008).

Table 1 gives descriptive statistics for all valesh

Table 1. Descriptive statistics

Definition Obs M ean SD Min M ax
P.A. R&D expenditure Millions of 1992 dollarsi( t) 591 87.312 199.651 D 1,210
PAC expenditure Millions of 1992 dollarsi( t) 682 887.602  1,128.098 0 6,287
Dirigiste regime Dummy (1973 - 1979 = 1; all 726 0.318 0.466 ( L
others 0)
Mixed regime Dummy (1980 - 1988 = 1; all 726 0.409 0.497 ( L
others 0)

! This includes end-of-line structures, productiomgess enhancements and pollution monitoring
equipment. Capital expenditure excludes capitalippgent with a primary purpose other than

environmental protection. It excludes equipmentifagproving health, safety, environmental aestlsetic

or employee comfort as well as the cost of manufaw pollution abatement equipment where this is
the primary business activity of the respondent.

2 Including spending on contracted waste disposalics; payments to government for waste
collection; handling, treatment or disposal of wastreated by the production process; testing and
monitoring of emissions; operation and maintenafgaollution abatement equipment; fuel and power
costs for operating pollution abatement equipmeatpliance and environmental auditing; salaries
and wages for time spent on environmental repontgguirements; the cost of developing pollution
abatement operating procedures; and permits (U&trapnt of Commerce 1993).



Market-based regime Dummy (1989 - 1994 = 1; all 726 0.273 0.444 ( L
others 0)

Employment Thousands of employeeis f) 609 522.025 580.842 12 6,152

Ordinary R& D spending Millions of 1992 dollarsi( t) 591 | 5,095.854 8,857.036 2 89,5p4

Timetrend Linear time trend 726 1,983.500 6.349 1973 1994

d. Regression results

The main regression results are given in TableTBe dependent variable is

the log level of pollution abatement R&D spendingtbe private sector and federal

government combined in each industry group-yeapecBication (1) includes only

PAC expenditure, the market-based regime dummythadnixed regime dummy.

The constituent variables that eventually make ke interaction are included

separately. They are not interacted. This maigsssible to observe that the within-

R-squared changes from .040 to .106 when theynéeeacted in specification (2). In

specification (2) the interactions are statisticalignificant at the one per cent level

for [PAC x market-based regime] and at the five pent level for [PAC x mixed

regime]. The signs on both interactions are negati

Table 2: Regression results

1)

(@) ®3)

(4)

VARIABLES InPARD INPARD InPARD INnPARD
PAC expenditure (mil 1992 USD) 0.000388*+*  0.000796  0.000504***  0.000504***
(3.903) (6.275) (4.316) (2.773)
Market-based regime dummy -0.280%*** 0.107 0.506** 506**
(-3.153) (0.977) (2.562) (2.475)
Mixed regime dummy -0.180** -0.00673 -0.0273 -0.827
(-2.280) (-0.0679) (-0.208) (-0.212)
PAC x market-based regime -0.000456***  -0.000230** -0.000230**
(-5.622) (-3.050) (-2.090)
PAC x mixed regime -0.000225*** -5.48e-05 -5.48e-05
(-2.972) (-0.795) (-0.719)
Employment (thousands) 0.000463** 0.000463
(2.252) (1.244)
Ordinary R&D (millions 1992 USD) 4.48e-05** 4.485
(2.473) (1.108)
Time trend -0.0590*** -0.0590***



(-4.302) (-3.536)

Constant 2.561%* 2.224+x 119.0*+* 119.0%**
(25.14) (18.53) (4.389) (3.606)
Observations 504 504 411 411
Within R-squared 0.040 0.106 0.234 0.234
Number of industry groups 31 31 29 29

t-statistics in parentheses
*** n<0.01, ** p<0.05, * p<0.1

Specification (3) adds the control variables: emplent, ordinary R&D
spending, and the time trend. When the contrabbées are included the signs on the
interactions remain negative and their coefficieatsd t-scores become smaller.
Specification (4) estimates the model with robuandard errors. This reduces the
significance of [PAC x market-based regime] to the per cent level while the
significance level of [PAC x mixed regime] does obange.

In specification (3) of Table 2 the positive coeiféint on PAC expenditure of
.000504 implies that a one unit (one million dgllarcrease in PAC expenditure
associates with about a .05 per cent (five one tadtlds of one per cent) increase in
pollution abatement R&D expenditure on average, eddle being equal. This
unconditional relationship between the regulatoryrden and environmental
innovation activity is consistent with other finds in the induced innovation
literature (Hicks 1932; Brunnermeier and Cohen 2Q@8fe and Palmer 1997; Popp
2002). Brunnermeier and Cohen found that a ondomiddollar increase in PAC
expenditure led to an increase in environmentagrgatg activity of about .04 per
cent.

The hypothesis test is interpreted through thefmoefts on [PAC x market-
based regime] and [PAC x mixed regime], which cegptilne relationship between
PAC expenditure and pollution abatement R&D cooddi on policy regime type.
They give the change in the slope of the relatignbletween PAC expenditure and
pollution abatement R&D that is attributable to fhaicy regime effect (Brambor,
Clark and Golder 2006; Jaccard and Turrisi 2003he coefficient on [PAC x
market-based regime] in specification (3) is -.CBM2 This implies that the market-
based regime weakened the effect of PAC on pofiugiloatement R&D spending by
about 45.6 per cent, holding all else constant.is Timplies that a unit of PAC



expenditure stimulated less pollution abatement R&penditure under the market-
based regime than it did under the dirigiste regime

The coefficient on the other interaction term [PACmixed regime] is
negative and insignificant in the specificationshaall controls in place. The mixed
regime was hypothesised to weaken the effect of R&@enditure on pollution
abatement R&D spending but by a smaller amount themarket-based regime. If a
one million dollar increase in PAC expenditure untlee baseline dirigiste regime
stimulates a .05 per cent increase in pollutionteaahant R&D expenditure, a one
million dollar increase in PAC expenditure undeg thixed regime stimulates a .045
per cent increase.

The evidence of a conditioning effect by the matiated policy regime is
statistically significant but the evidence of thieeet by the dirigiste regime is not.

The control variables perform as expected. Thédficant on employment is
positive in line with the idea that the larger tihelustry group, the more pollution
abatement R&D it did. The coefficient on ordin&§D spending is positive in line
with the expectation that the more R&D an induggrgup did overall, the more
pollution abatement R&D it did. The time trendnisgative. This supports the idea
that knowledge and compliance techniques that didneed to be created through
formal R&D may have substituted to some extentlier need to produce knowledge
through formal R&D.

The main result was subjected to a range of rolegstohecks. In Table 3 the
first specification is the baseline, which is th@m& as specification (3) above.
Specification (2) adds a control variable for teedl of federal pollution abatement
R&D spending, which may have responded differetdly?AC conditional on policy
regime. Specification (3) tests the possibilitattPAC expenditure is collinear with
employment through industry group scale by repa@mployment as the scaling
variable with industry group sales. Specificatidhdrops ordinary R&D spending on
the possibility that the survey did not fully suedan cleanly separating out R&D for

pollution abatement from R&D for all other purposes



Table 3: Robustness tests

1) ) (3) (4) (%) (6)
VARIABLES INnPARD INnPARD INnPARD INnPARD INnPARD INnPARD

PAC expenditure (mil 1992 USD) 0.000504*** 0.000499*** 0.000559**  0.000694***  0.00687*** 0.000473***

(4.316) (4.259) (4.798) (5.100) (4.870) (4.055)
Market-based regime dummy 0.506** 0.496** 0.581*** 0.684*** 0.688*** 0.445**

(2.562) (2.505) (2.919) (3.019) (2.767) (2.215)
Mixed regime dummy -0.0273 -0.0300 0.0419 0.236 752 -0.0221

(-0.208) (-0.228) (0.321) (1.637) (1.735) (-0.165)
PAC x market-based regime -0.000230*** -0.000218*** -0.000270***  -0.000389***  -0.000377** -0.000191**

(-3.050) (-2.814) (-3.568) (-4.529) (-4.170) (205
PAC x mixed regime -5.48e-05 -5.12e-05 -8.95e-05 .000206*** -0.000216***  -5.08e-05

(-0.795) (-0.740) (-1.302) (-2.636) (-2.617) (857
Ordinary R&D (mil 1992 USD) 4.48e-05** 4.68e-05** .Be-05** 1.59e-05

(2.473) (2.543) (2.200) (0.816)
Employment (thousands) 0.000463** 0.000442** 0.085** 0.000504**  0.000795***

(2.252) (2.122) (2.057) (2.008) (3.629)
Time trend -0.0590*** -0.0594*** -0.0642*** -0.0378 -0.0402** -0.0526***

(-4.302) (-4.323) (-4.811) (-2.481) (-2.413) (363
P.A. R&D (federal) 0.00188

(0.637)
Domestic net sales 1.93e-06*
(1.654)

Constant 119.0*** 119.9%** 129.6*** 76.92** 81.66** 106.4***

(4.389) (4.4112) (4.906) (2.551) (2.478) (3.890)
Observations 411 411 409 446 394 392
Within R-squared 0.234 0.235 0.229 0.130 0.134 .25
Number of industry groups 29 29 29 31 25 28

t-statistics in parentheses
*** n<0.01, ** p<0.05, * p<0.1

Specification (5) confronts a potential source @&akness in the model that
derives from areas of patchiness of the R&D sumdata. NSF compiled the data
from a random sample of 16,000 US manufacturinghdir(US Department of
Commerce 1993). NSF withheld values for some itiglugroup-years because the

data did not meet NSF statistical quality standamdbecause disclosing them might



have revealed individual firm identities (NSF 19896The missing values problem is
apparent in Table 2 where the number of observatfalls by 20 percent between
specifications (2) and (3)). Specification (5)imsttes the model without the Drugs
and medicine (SIC 283), Communication equipment (366) and Optical, surgical,

photographic and other instruments (SIC 384-38dYistry groups. Specification (6)

drops the Machinery industry group (SIC 35) whidisvobserved in Figure 2 to have
undergone an unusual trend perhaps because opsteeam position in the supply
chain relative to heavy polluting industries. Téesx tests do not produce major

changes in the sign, significance level or magmitatithe coefficients of interest.

4. Analysisand contributions

This paper set out to investigate whether it idisga to expect polluters to
spend large amounts of money on R&D for the speqgifurpose of pollution
abatement under policy instruments that leave maspects of the compliance
process to firms and market forces. Nothing abloistresearch challenges the view
that market-based instruments are more efficiemn thigid, so-called dirigiste
instruments, or that market-based instrumentsem® éffective at achieving pollution
control goals. Rather, the paper critically exasdirsome of the reasons given for
why market-based instruments are thought to be mdiieiest with respect to
innovation behaviour, and particularly the clainatttheir efficiency derives from the
new environmental R&D spending they induce. Thepiesal evidence examined
here gives some support to the hypothesis thatptiikution abatement R&D-
motivating effect of market-based instruments mayeaker than expected, at least
in the experience of the United States, for theustiy groups and years considered
here.

One explanation for this result may be that mabesed instruments allowed
polluters to make greater use of pre-existing pigfucontrol technologies as well as
knowledge and technologies that they were abledaiee in informal ways, in lieu of
the need to perform formal R&D themselves (Popp22@riliches 1990; Evenson
1991). The knowledge and technology of fuel switghs a prominent example in air
pollution control for electric power plants. Thssbecause market-based instruments

implicitly permit a wider range of compliance teajunes than dirigiste policies and in



so doing invite powerful market forces to search ways to minimise the cost of
compliance. R&D for the specific purpose of pathatabatement may be a casualty
in that cost minimisation process, even though ultenate end of inexpensive
compliance is served. Market-based instruments rs@y induce abatement
techniques that are ‘innovative’ relative to thatss quo, and relative to what the
regulator might have required, but there are Ibtisimovative techniques that involve
little or no formal R&D.

The NSF data analysed here are directly relevarithéocurrent discussion
about the role of environmental R&D — or more sfpeaily GHG abatement R&D --
in climate change mitigation. It is unusual todfia dataset measuring environmental
R&D spending that covers 22 continuous years. dutdor is not aware of another
study using environmental R&D spending data thatec® this long a time period.
Kemp and Pontoglio (2011) recently pointed out thdiarrier to understanding the
causes and effects of environmental technologibahge is the lack of studies that
employ fixed effects on panel data covering extdntimme periods. This study
addresses that need directly. Other studies havered ten, 12, 12 and 20 year
periods (Popp 2002; Brunnermeier and Cohen 2008 dad Palmer 1997; Popp
2002), almost all have used patent data and nohale employed fixed effects.
Further, this study makes a bottom up empiricaltrdoution a literature that has
tended to be dominated by top-down theoretical tiodevork.

This study also brings more precision to the wajleahle but important ideas
like ‘environmental R&D’ can and should be conceisged and measured. The NSF
guestionnaire managed to overcome the ‘dual usdsi@m in the measurement of the
dependent variable. When ‘environmental’ R&D idimed as ‘pollution abatement’
R&D it emerges that real annual aggregate speraiotined considerably after 1979.
Studies of the causes of ‘environmental innovatiootre broadly defined suggest the
opposite trend (Nameroff, Garant and Albert 200&£0D 2008: 36; Hascic,
Johnstone and Michel 2008). This is not the 8tatly to observe this trend (Lanjouw
and Mody 1995; Nemet and Kammen 2007; Sanyal 2BQ%)t is the first study to
the knowledge of the author to look at the trenchgaratively across industry groups;
to hypothesise that increasingly market-based fasfmsnvironmental regulation are
partly responsible for the decline; to formallyttésat hypothesis under industry fixed
effects; and to suggest that compliance methodslvmg unoriginal forms of

knowledge and technologies may have come to ptreater role.



For policymakers, these results suggest that tlestgio incorporate market
principles and institutions into instrument desigra good thing in its own right, and
that greater environmental R&D spending may alsa lg@od thing in its own right,
but that market principles and institutions mayemdine the incentives firms have to
perform pollution abatement R&D. These findingsoateiterate the point that the
overriding objective of pollution control policy ghld be to create institutional
structures that reduce pollution emissions cheéf&mnp and Pontoglio 2011), not to

induce innovation or R&D for its own sake.
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